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Abstract
The purpose of this work is to introduce new generalizations of asymptotically equivalent double se-
quences which we call S(λ,µ)− equivalent, V(λ,µ)− equivalent, C(1,1)− equivalent, through (V, λ, µ)−
summability, and obtain some relevant connections between these notions.
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1 The first section

Marouf [1] introduced notion of asymptotically equivalent sequences in order to com-
paring the rate of growth of two sequences. Later, the idea is applied on many problems
arising in the field of summability theory. In 2003, Patterson [2] presented statistical
analogue of asymptotically equivalent sequences and studied some of their properties via
statistical summability. Subsequently, many authors have shown their interest on asymp-
totically equivalent sequences in different directions (see [3], [4], [5], [6] and [7]). In
present work we extend the idea of asymptotically equivalent double sequences through
(V, λ, µ)− summability and obtain some results. We begin by recalling some definitions
and results which form the base for present study.
∗corresponding author
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Definition 1. [1] The two non-negative sequences x = (xk) and y = (yk) are said to be
asymptotically equivalent to a number L (denoted by x ∼ y) provided that

lim
k→∞

(
xk
yk

)
= L

In case, L = 1 we simply say x is equivalent to y.

Definition 2. [8] A number sequence x = (xk) is said to be statistically convergent to
a number L provided that for every ε > 0,

lim
n→∞

1
n
|{k ≤ n : |xk − L| ≥ ε}| = 0;

where |{A}| denotes the cardinality of a sets A, and |a| denotes the absolute value of a
number a. In this case, we write S − limk→∞ xk = L or xk → L(S).
The next definition is a natural combination of Definition 1.1 and 1.2.

Definition 3. [2] The two non-negative sequences x = (xk) and y = (yk) are said to be
asymptotically statistically equivalent of multiple L provided that for every ε > 0

lim
n→∞

1
n

∣∣∣∣
{
k ≤ n :

∣∣∣∣
(
xk
yk

)
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ = 0,

(denoted by x ∼S y) and simply asymptotically statistical equivalent if L = 1.

Let λ = (λn) be a non decreasing sequence of positive real numbers tending to ∞
with λn+1 ≤ λn + 1, λ1 = 1. The generalized de la Vallée Pousin mean of x = (xk) is
defined by

tn(x) = 1
λn

∑

k∈In
xk,

where In = [n− λn + 1, n].
A sequence x = (xk) is said to be (V, λ)-summable to a number L (see [9]) provided

that tn(x) → L as n → ∞. It is being noted that if we take λn = n, then (V, λ)-
summability reduces to (C, 1)- summability.

Definition 4. [10] Let λ = (λn) be a sequence as described above. A number sequence
x = (xk) is said to be λ-statistically convergent to a number L provided that for every
ε > 0

lim
n→∞

1
λn
|{k ∈ In : |xk − L| ≥ ε}| = 0.

In this case, we write Sλ − limk→∞ xk = L or xk → L(Sλ).

The next definition is a natural combination of Definition 1.1 and 1.4.

Definition 5. [11] The two non-negative sequences x = (xk) and y = (yk) are said to
be asymptotically λ-statistically equivalent of multiple L provided that for everyε > 0

lim
n→∞

1
λn

∣∣∣∣
{
k ∈ In :

∣∣∣∣
(
xk
yk

)
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ = 0,

(denoted by x ∼Sλ y ) and simply asymptotically λ-statistical equivalent if L = 1.
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Definition 6. [11] Let λ = (λn) be a non decreasing sequence as described above. The
two non-negative sequences x = (xk) and y = (yk) are said to be strongly asymptotically
λ-equivalent of multiple L provided that for every ε > 0

lim
n→∞

1
λn

∑

k∈In
|xk − L| = 0,

(denoted by x ∼(V,λ) y) and simply strongly asymptotically λ-equivalent if L = 1.

By convergence of a double sequence we mean convergence in the Pringsheim’s sense [12]
as given follow: A double sequence x = (xij) of numbers is said to be convergent to a
number L (in the Pringsheim’s sense) provided for each ε > 0, there exists a positive
integer m such that

|xij − L| < ε whenever i, j ≥ m.

In this case, the number L is called the Pringsheim’s limit of (xij) and we write P −
limi,j→∞ xij = L. Further, a double sequence x = (xij) is said to be bounded if there
exists a positive numberM such that |xij | ≤M for all i, j, i.e., if ‖x‖(2,∞) = supi,j |xij | <
∞. It is remarkable that, in contrast to the case for single sequences, a convergent double
sequence need not be bounded. Let l∞2 denotes the space of all bounded sequences of
numbers. Mursaleen et al. [13] presented extension of Pringsheim’s limit in term of
statistical convergence for double sequences as follows:

Definition 7. [13] A double sequence x = (xij) of numbers is said to be statistically
convergent to a number L provided for each ε > 0

P − lim
n,m→∞

1
nm
|{i ≤ n, j ≤ m : |xij − L| ≥ ε}| = 0.

In this case, the number L is called the statistical limit of x and we write S(P ) −
limi,j→∞ xij = L.

Definition 8. [6] The two non-negative double sequences x = (xij) and y = (yij) of
numbers are said to be asymptotically statistically equivalent of multiple L provided that
for every ε > 0,

P − lim
n,m→∞

1
nm

∣∣∣∣
{
i ≤ n, j ≤ m :

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ = 0,

(denoted by x ∼S(P ) y ) and simply asymptotically statistical equivalent if L = 1.

Let S(P ) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼S(P ) y.
Let λ = (λn) and µ = (µm) be two non decreasing sequences of positive real numbers

tending to ∞ with
λn+1 ≤ λn + 1, λ1 = 1 and
µm+1 ≤ µm + 1, µ1 = 1.

The generalized de la Vallée Pousin mean of x = (xij) is defined by

tmn(x) = 1
λnµm

∑

(i,j)∈In×Im
xij ,
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where In = [n− λn + 1, n] and Im = [m− µm + 1,m].
A double sequence x = (xij) is said to be (V, λ, µ)−summable to a number L provided

that tmn(x)→ L as m,n→∞. As in case of single sequences, if we choose λn = n and
µm = m, then (V, λ, µ)−summability reduces to (C, 1, 1)−summability. Let,

[C, 1, 1] =



x = (xij) : ∃L ∈ R, P − lim

m,n→∞
1
mn

m,n∑

i=1,j=1
|xij − L| = 0



 and

[V, λ, µ] =



x = (xij) : ∃L ∈ R, P − lim

m,n→∞
1

λnµm

∑

(i,j)∈In×Im
|xij − L| = 0



 .

Definition 9. [14] Let λ = (λn) and µ = (µm) as described above. A double sequence
x = (xij) of numbers is said to be (λ, µ)−statistically convergent to a number L provided
for every ε > 0,

P − lim
n,m→∞

1
λnµm

|{(i, j) ∈ In × Im : |xij − L| ≥ ε}| = 0.

In this case, the number L is called (λ, µ)−statistical limit of the sequence x = (xij)
and we write S(λ,µ)(P )− limi,j→∞ xij = L.

We now consider some new kind of asymptotically equivalent double sequences defined
through [V, λ, µ]−summability.

2 Main Results

Definition 10. The two double sequences x = (xij) and y = (yij) are said to be
asymptotically Cesàro equivalent of multiple L (denoted by x ∼C(1,1) y) provided that

P − lim
n,m→∞

1
nm

m,n∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣ = 0.

In case L = 1, we simply say x is asymptotically Cesàro equivalent to y.

Let C(1,1) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼C(1,1) y.

Definition 11. Let p be a positive real number. The two double sequences x = (xij)
and y = (yij) are said to be strongly asymptotically p−Cesàro equivalent of multiple L
(denoted by x ∼C

p

(1,1) y) provided that

P − lim
n,m→∞

1
nm

m,n∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

= 0.

In case L = 1, we simply say x is strongly asymptotically p−Cesàro equivalent to y.

Let Cp(1,1) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼C
p

(1,1) y.

Remark 12. If 0 < p ≤ q <∞, then Cq(1,1) ⊆ C
p
(1,1) and

Cp(1,1) ∩ l∞2 = C1
(1,1) ∩ l∞2 = C(1,1) ∩ l∞2 .

Theorem 13. Let p be a positive real number such that p ∈ (0,∞), then Cp(1,1) ⊆ S(P ).
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Proof. Let p ∈ (0,∞) and x = (xij) and y = (yij) be two double sequences such that
x ∼C

p

(1,1) y. For any ε > 0, if we take

Kmn =
{

(i, j), i ≤ n, j ≤ m :
∣∣∣∣
xij
yij
− L

∣∣∣∣
p

≥ ε
}
,

then we can write

1
nm

m,n∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

= 1
nm





∑

(i,j)∈Kmn

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

+
∑

(i,j) 6∈Kmn

∣∣∣∣
xij
yij
− L

∣∣∣∣
p




≥ 1
nm





∑

(i,j)∈Kmn

∣∣∣∣
xij
yij
− L

∣∣∣∣
p




≥ 1
nm

∣∣∣∣
{

(i, j), i ≤ n, j ≤ m :
∣∣∣∣
xij
yij
− L

∣∣∣∣
p

≥ ε
}∣∣∣∣ .

Since x ∼C
p

(1,1) y, it follows that x ∼S(P )
y.

Theorem 14. Let p be a positive real number such that p ∈ (0,∞), then S(P ) ∩ l∞2 ⊆
Cp(1,1).

Proof. Let p ∈ (0,∞) and x = (xij), y = (yij) ∈ l∞2 such that x ∼S(P ) y. Since x = (xij),
y = (yij) ∈ l∞2 so there is a real number M (say) such that for every i and j we have

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≤M.

Since x ∼S(P ) y so for given ε > 0 and enough large m and n we can write

1
nm

m,n∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

= 1
nm





m,n∑

i=1,j=1:∣∣∣ xijyij −L
∣∣∣≤ε

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

+
m,n∑

i=1,j=1:∣∣∣ xijyij −L
∣∣∣>ε

∣∣∣∣
xij
yij
− L

∣∣∣∣
p





≤ (ε)p + Mp

nm

∣∣∣∣
{
i ≤ n, j ≤ m :

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣

≤ 2εp

This shows that x ∼C
p

(1,1) y.

Definition 15. Let λ = (λn) and µ = (µm) be two non decreasing sequences of positive
real numbers such that each tending to ∞ with

λn+1 ≤ λn + 1, λ1 = 1 and



8 Kavita, Archana Sharma, Vijay Kumar

µm+1 ≤ µm + 1, µ1 = 1.
The two non-negative double sequences x = (xij) and y = (yij) are said to be asymp-
totically (λ, µ)−statistically equivalent of multiple L (denoted by x ∼S(λ,µ) y) provided
that for every ε > 0,

P − lim
n,m→∞

1
λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ = 0.

In case L = 1, we simply say x is asymptotically (λ, µ)−statistically equivalent to y.

Let S(λ,µ) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼S(λ,µ) y.
For the choose λn = n and µm = m, Definition 2.6 coincides with Definition 1.8.

Definition 16. Let λ = (λn) and µ = (µm) be two sequences as in Definition 2.6. The
two double sequences x = (xij) and y = (yij) are said to be strongly asymptotically
(λ, µ)−equivalent of multiple L (denoted by x ∼V(λ,µ) y) provided that

P − lim
n,m→∞

1
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣ = 0.

In case L = 1, we simply say x is strongly asymptotically (λ, µ)−equivalent to y.

Let V(λ,µ) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼V(λ,µ) y.

Theorem 17. Let λ = (λn) and µ = (µm) be two sequences as describe above, then we
have following:
(i) x ∼V(λ,µ) y implies x ∼S(λ,µ) y and the inclusion V(λ,µ) ⊂ S(λ,µ) is proper.

(ii) If x = (xij), y = (yij) ∈ l∞2 such that x ∼S(λ,µ) y, then x ∼V(λ,µ) y and hence
x ∼C(1,1) y provided x = (xij) is not eventually constant.
(iii) S(λ,µ)) ∩ l∞2 = V(λ,µ) ∩ l∞2 .

Proof.
(i) Suppose x = (xij) and y = (yij) be two double sequences such that x ∼V(λ,µ) y. For
any ε > 0, we can write

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥
∑

(i,j)∈In×Im
| xijyij −L|≥ε

∣∣∣∣
xij
yij
− L

∣∣∣∣

≥ ε
∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ .

Since x ∼V(λ,µ) y, so P − limn,m→∞ 1
λnµm

∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣xijyij − L

∣∣∣ ≥ ε
}∣∣∣ = 0. This

shows that x ∼S(λ,µ) y.
We next give an example that shows the containment V(λ,µ) ⊂ S(λ,µ) is proper. Define

sequences x = (xij) and y = (yij) as follows:

xij =
{
ij, if n− [

√
λn] + 1 ≤ i ≤ n and m− [√µm] + 1 ≤ j ≤ m]

0 otherwise



Acta Univ. M. Belii, ser. Math. 21 (2013), 3–11 9

and yij = 1 for all i and j.
Then x = xij 6∈ l∞2 and for every ε(0 < ε ≤ 1) we have

1
λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− 0
∣∣∣∣ ≥ ε

}∣∣∣∣

= 1
λnµm

∣∣∣
{

(i, j) ∈ In × Im : n−[
√
λn]+1≤i≤n and

m−[√µm]+1≤j≤m

}∣∣∣

≤ [
√
λn
√
µm]

λnµm
.

It follows that

P − lim
n,m→∞

1
λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− 0
∣∣∣∣ ≥ ε

}∣∣∣∣ = P − lim
n,m→∞

[
√
λn
√
µm]

λnµm
= 0.

This shows that x ∼S(λ,µ) y. Also note that

P − lim
n,m→∞

1
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− 0
∣∣∣∣

does not exists. Thus the inclusion V(λ,µ) ⊂ S(λ,µ) is proper.
(ii) Let x = (xij), y = (yij) ∈ l∞2 such that x ∼S(λ,µ) y. Since x = (xij), y = (yij) ∈ l∞2
so there is a real number M (say) such that for every i and j we have

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≤M.

Also for given ε > 0 and enough large m and n we can write

1
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣ = 1
λnµm

∑

(i,j)∈In×Im∣∣∣ xijyij −L
∣∣∣≥ε

∣∣∣∣
xij
yij
− L

∣∣∣∣+ 1
λnµm

∑

(i,j)∈In×Im∣∣∣ xijyij −L
∣∣∣<ε

∣∣∣∣
xij
yij
− L

∣∣∣∣

≤ M

λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣+ ε.

Since x ∼S(λ,µ) y, it follows that the first part on right side of the above expression is
zero, which immediately gives x ∼V(λ,µ) y.
Furthermore, using the fact (λnn ) ≤ 1 and (µmm ) ≤ 1, we have

1
nm

n,m∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣ = 1
nm

n−λn,m−µm∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣+ 1
nm

n,m∑

i=n−λn+1,j=m−µm+1

∣∣∣∣
xij
yij
− L

∣∣∣∣

≤ 1
λnµm

n−λn,m−µm∑

i=1,j=1

∣∣∣∣
xij
yij
− L

∣∣∣∣+ 1
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣

≤ 2
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣ .

Since x ∼V(λ,µ) y, it follows that x ∼C(1,1) y.
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(iii) This immediately follows from (i) and (ii).

Theorem 18. Let λ = (λn) and µ = (µm) be two sequences as describe above. Then
S(P ) ⊂ S(λ,µ) if and only if, lim infn→∞ λn

n > 0 and lim infm→∞ µm
m > 0.

Proof. For given ε > 0, we have
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}
⊆
{
i ≤ n, j ≤ m :

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}
.

Therefore,

1
nm

∣∣∣∣
{
i ≤ n, j ≤ m :

∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ ≥

1
λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣

=
(
λn
n

)(µm
m

) 1
λnµm

∣∣∣∣
{

(i, j) ∈ In × Im :
∣∣∣∣
xij
yij
− L

∣∣∣∣ ≥ ε
}∣∣∣∣ .

Taking limit as n,m→∞ and using the assumption, we get S(P ) ⊂ S(λ,µ).
Conversely, suppose that x = (xij), y = (yij) be two double sequences such that

x ∼S(P ) y. Assume, either lim infn→∞ λn
n or lim infm→∞ µm

m or both are zero. Then we
can choose two subsequences (np) and (mq) such that λnp

np
< 1

pand
µmq
mq

< 1
q . Define

double sequences x = (xij) and y = (yij) as follows:

xij =
{

1 if i ∈ Inp and j ∈ Imq (p, q = 1, 2, 3, . . .)
0 otherwise.

and yij = 1 for all i and j. Then clearly x ∼C(1,1) y and therefore by Theorem 2.4,
x ∼S(P ) y which implies x ∼S(λ,µ) y as S(P ) ⊂ S(λ,µ). On the other hand the sequences
x = (xij) and y = (yij) do not satisfy x ∼V(λ,µ) y which contradicts Theorem 2.8 (ii).
Hence, we have lim infn→∞ λn

n > 0 and lim infm→∞ µm
m > 0.

Definition 19. Let p be a positive real number. The two double sequences x = (xij)
and y = (yij) are said to be strongly asymptotically V p(λ,µ)−equivalent of multiple L
(denoted by x ∼V

p

(λ,µ) y) provided that

P − lim
n,m→∞

1
λnµm

∑

(i,j)∈In×Im

∣∣∣∣
xij
yij
− L

∣∣∣∣
p

= 0.

In case L = 1, we simply say x is strongly asymptotically V p(λ,µ)−equivalent to y.

Let V p(λ,µ) denotes the set of all sequences x = (xij) and y = (yij) such that x ∼V
p

(λ,µ) y.
Following Theorems are the analogue of Theorem 2.4 and 2.5, consequently their

proofs can be obtained similarly.

Theorem 20. Let p be a positive real number such that p ∈ (0,∞), then V p(λ,µ) ⊆ S
p
(λ,µ).

Theorem 21. Let p be a positive real number such that p ∈ (0,∞), then Sp(λ,µ) ∩ l∞2 ⊆
V p(λ,µ).
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In this paper we establish certain multivalued coincidence point results of a family of multivalued map-
pings with a singlevalued mapping under the assumptions of certain almost contractive type inequalities.
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1 Introduction

In the fixed point theory of setvalued maps two types of distances are generally used.
One is the Hausdorff distance. Nadler [22] had proved a multivalued version of the
Banach’s contraction mapping principle by using the Hausdorff metric. There are many
other fixed point results using this Hausdorff metric, some instances of these works are
in [9, 17, 29, 30, 31]. The another distance is the δ - distance. This is not metric like
the Hausdorff distance, but shares most of the properties of a metric. It has been used
in many problem on fixed point theory like those in [1, 2, 19, 33].

In recent times, fixed point theory has developed rapidly in partially ordered metric
spaces; that is, metric spaces endowed with a partial ordering. References [10, 15, 23,
25, 27] are some recent instances of these works. A speciality of these problems is that
they use both analytic and order theoretic methods. It is also one of the main reasons
why they are considered interesting.

Khan et al. [21] initiated the use of a control function in metric fixed point theory
which they called Altering distance function. Several works on fixed point theory like
those noted in [12, 16, 26, 28] have utilized this control function.
∗corresponding author

Copyright c© 2013 Matej Bel University
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The concept of almost contractions were introduced by Berinde [5, 6]. It was shown
in [5] that any strict contraction, the Kannan [20] and Zamfirescu [34] mappings, as well
as a large class of quasi-contractions, are all almost contractions. Almost contractions
and its generalizations were further considered in several works like [7, 11, 24].

The purpose of this paper is to establish some coincidence point results of a family
of multivalued mappings with a single valued mapping under the assumptions of certain
almost contractive type inequalities in partially ordered metric spaces. We have also
utilized δ-compatible pairs in our theorems. In another theorem we have replaced the
continuities of the functions with an order condition. We also give here the corresponding
singlevalued versions of the theorems which generalize a number of existing works. An
illustrative example for the multivalued case is given.

2 Mathematical Preliminaries

In the following we give some technical definitions which are used in our theorems.
Let (X, d) be a metric space. We denote the class of nonempty and bounded subsets of
X by B(X). For A, B ∈ B(X), functions D(A, B) and δ(A, B) are defined as follows:

D(A, B) = inf {d(a, b) : a ∈ A, b ∈ B}

and
δ(A, B) = sup {d(a, b) : a ∈ A, b ∈ B}.

If A = {a}, then we write D(A, B) = D(a, B) and δ(A, B) = δ(a, B). Also, in
addition, if B = {b}, then D(A, B) = d(a, b) and δ(A, B) = d(a, b). Obviously,
D(A, B) ≤ δ(A, B). For all A, B, C ∈ B(X), the definition of δ(A, B) yields the
following:

δ(A, B) = δ(B, A),

δ(A, B) ≤ δ(A, C) + δ(C, B),

δ(A, B) = 0 iff A = B = {a},

δ(A, A) = diam A. [13]

There are several works which have utilized δ - distance [2, 4, 13, 14, 19, 33].

Definition 1. ([13]) A sequence {An} of subsets of metric space (X, d) is said to be
convergent to subset A of X if

(i) given a ∈ A, there is a sequence {an} in X such that an ∈ An, for n = 1, 2, 3, ...,
and {an} converges to a.

(ii) given ε > 0, there exists a positive integer N such that An ⊆ Aε, for all n > N ,
where Aε is the union of all open sphere with centers in A and radius ε.

Lemma 2. ([13, 14]) If {An} and {Bn} are sequences in B(X), where (X, d) is a
complete metric space and {An} → A and {Bn} → B where A,B ∈ B(X) then

δ(An, Bn)→ δ(A, B) as n→∞.

Lemma 3. ([14]) If {An} is a sequence of bounded subsets of a complete metric space
(X, d) and if lim

n→∞
δ(An, {y}) = 0, for some y ∈ X, then {An} → {y} as n −→∞.
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Definition 4. ([14]) A set-valued mapping T : X −→ B(X), where (X, d) is a metric
space, is continuous at a point x ∈ X if {xn} is a sequence in X converging to x, then
the sequence {Txn} in B(X) converges to Tx. T is said to be continuous in X if it is
continuous at each point x ∈ X.

Lemma 5. ([14]) If {An} is a sequence of nonempty subsets of X and z ∈ X such that

lim
n→∞

an = z,

where z is independent of the particular choice of each an ∈ An. If a self map g of X is
continuous, {gz} is the limit of the sequence {gAn}.

Definition 6. ([18]) Two self maps g and T of a metric space (X, d) are said to be
compatible mappings if lim

n→∞
d(gTxn, T gxn) = 0 whenever {xn} is a sequence in X such

that lim
n→∞

gxn = lim
n→∞

Txn = t, for some t ∈ X.

Definition 7. ([19]) The mappings g : X −→ X and T : X −→ B(X), where (X, d) is
a metric space, are δ- compatible if lim

n→∞
δ(Tgxn, gTxn) = 0 whenever {xn} is a sequence

in X such that gTxn ∈ B(X) and Txn → {t}, gxn → t, for some t in X.

Definition 8. Let (X, d) be a metric space and g : X −→ X and T : X −→ B(X).
Then u ∈ X is called a coincidence point of g and T if {gu} = Tu.

Definition 9. ([4]) Let A and B be two nonempty subsets of a partially ordered set
(X, �). The relation between A and B is denoted and defined as follows:

A ≺1 B, if for every a ∈ A there exists b ∈ B such that a � b.

Definition 10. ([21]) A function ψ : [0,∞)→ [0,∞) is called an altering distance func-
tion if the following properties are satisfied:

(i) ψ is monotone increasing and continuous,

(ii) ψ(t) = 0 if and only if t = 0.

3 Main Results

Lemma 11. Let (X, d) be a metric space and let {xn} be a sequence in X such that

lim
n→∞

d(xn+1, xn) = 0. (3.1)

If {xn} is not a Cauchy sequence in (X, d), then there exists ε > 0 and two sequences
{m(k)} and {n(k)} of positive integers such that n(k) > m(k) > k and the following four
sequences tend to ε when k −→∞ :

d(xm(k), xn(k)), d(xm(k), xn(k)+1), d(xn(k), xm(k)+1), d(xm(k)+1, xn(k)+1). (3.2)

Proof. Suppose that {xn} is a sequence in (X, d) satisfying (3.1) which is not Cauchy.
Then there exists ε > 0 and two sequences {m(k)} and {n(k)} of positive integers such
that for all positive integers k,

n(k) > m(k) > k, d(xm(k), xn(k)−1) < ε, d(xm(k), xn(k)) ≥ ε.
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Now,

ε ≤ d(xm(k), xn(k)) ≤ d(xn(k), xn(k)−1) + d(xn(k)−1, xm(k)) < d(xn(k), xn(k)−1) + ε.

Letting k −→∞ in the above inequality and using (3.1), we have

lim
k→∞

d(xm(k), xn(k)) = ε. (3.3)

Again,
d(xm(k), xn(k)) ≤ d(xm(k), xn(k)+1) + d(xn(k)+1, xn(k))

and
d(xm(k), xn(k)+1) ≤ d(xm(k), xn(k)) + d(xn(k), xn(k)+1).

Letting k −→∞ in the above inequalities and using (3.1) and (3.3), we have

lim
k→∞

d(xm(k), xn(k)+1) = ε. (3.4)

That the remaining two sequences in (3.2) tend to ε can be proved in a similar way.

Theorem 12. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering dis-
tance function. Let (X, �) be a partially ordered set and suppose that there exists a metric
d on X such that (X, d) is a complete metric space. Let {Tα : X −→ B(X) : α ∈ Λ}
be a family of multivalued mappings. Let g : X −→ X be a mapping such that g(X) is
closed in X. Suppose that there exists α0 ∈ Λ such that

(i) Tα0 and g are continuous,

(ii) Tα0x ⊆ g(X) and gTα0x ∈ B(X), for every x ∈ X,

(iii) there exists x0 ∈ X such that {gx0} ≺1 Tα0x0,

(iv) for x, y ∈ X, gx � gy implies Tα0x ≺1 Tα0y,

(v) the pair (g, Tα0) is δ - compatible,

(vi) ψ(δ(Tα0x, Tαy))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(D(gx, Tα0x)), ψ(D(gy, Tαy)),
√
ψ(D(gx, Tαy)) . ψ(D(gy, Tα0x)) }

+ L min {ψ(D(gx, Tα0x)), ψ(D(gy, Tαy)), ψ(D(gx, Tαy)), ψ(D(gy, Tα0x))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and {Tα : α ∈ Λ} have a coincidence point.

Proof. First we establish that any coincidence point of g and Tα0 is a coincidence point
of g and {Tα : α ∈ Λ} and conversely. Suppose that z ∈ X be a coincidence point of g
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and Tα0 . Then {gz} = Tα0z. From (vi) and using the properties of ψ, we have

ψ(δ(gz, Tαz)) = ψ(δ(Tα0z, Tαz))
≤ θ(d(gz, gz)) max {ψ(d(gz, gz)), ψ(D(gz, Tα0z)), ψ(D(gz, Tαz)),√

ψ(D(gz, Tαz)) . ψ(D(gz, Tα0z)) }
+L min {ψ(D(gz, Tα0z)), ψ(D(gz, Tαz)), ψ(D(gz, Tαz)), ψ(D(gz, Tα0z))}

= θ(d(gz, gz)) max {ψ(d(gz, gz)), ψ(d(gz, gz)), ψ(D(gz, Tαz)),√
ψ(D(gz, Tαz)) . ψ(d(gz, gz)) }

+ L min {ψ(d(gz, gz)), ψ(D(gz, Tαz)), ψ(D(gz, Tαz)), ψ(d(gz, gz))}
= θ(d(gz, gz))ψ(D(gz, Tαz))

< ψ(D(gz, Tαz)), (since θ(t) < 1, for all t ∈ [0, ∞)).

Again using the monotone property of ψ, we have

δ(gz, Tαz) < D(gz, Tαz) ≤ δ(gz, Tαz),

which implies that δ(gz, Tαz) = 0, that is, {gz} = Tαz, for all α ∈ Λ. Hence z is a
coincidence point of g and {Tα : α ∈ Λ}. Converse part is trivial.

Now it is sufficient to prove that g and Tα0 have a coincidence point. Let x0 ∈ X
be such that {gx0} ≺1 Tα0x0. Then there exists u ∈ Tα0x0 such that gx0 � u. Since
Tα0x0 ⊆ g(X) and u ∈ Tα0x0, there exists x1 ∈ X such that gx1 = u. So gx0 � gx1.
Then by the assumption (iv), Tα0x0 ≺1 Tα0x1. Since u = gx1 ∈ Tα0x0, there exists
v ∈ Tα0x1 such that gx1 � v. As Tα0x1 ⊆ g(X) and v ∈ Tα0x1, there exists x2 ∈ X such
that gx2 = v. So gx1 � gx2. Continuing this process we construct a sequence {xn} in
X such that

gxn+1 ∈ Tα0xn, for all n ≥ 0, (3.5)
and

gx0 � gx1 � gx2 � ..... � gxn � gxn+1.... (3.6)
Let τn = d(gxn, gxn+1).
Since gxn � gxn+1, putting α = α0, x = xn and y = xn+1 in (vi) and using the properties
of ψ, we have

ψ(τn+1) ≤ ψ(δ(Tα0xn, Tα0xn+1))
≤ θ(τn) max {ψ(τn), ψ(D(gxn, Tα0xn)), ψ(D(gxn+1, Tα0xn+1)),

√
ψ(D(gxn, Tα0xn+1)). ψ(D(gxn+1, Tα0xn)) }

+ L min {ψ(D(gxn, Tα0xn)), ψ(D(gxn+1, Tα0xn+1)),
ψ(D(gxn, Tα0xn+1)), ψ(D(gxn+1, Tα0xn))}

≤ θ(τn) max {ψ(τn), ψ(d(gxn, gxn+1)), ψ(d(gxn+1, gxn+2)),
√
ψ(d(gxn, gxn+2)). ψ(d(gxn+1, gxn+1)) }

+ L min {ψ(d(gxn, gxn+1)), ψ(d(gxn+1, gxn+2)),
ψ(d(gxn, gxn+2)), ψ(d(gxn+1, gxn+1))}

= θ(τn) max {ψ(τn), ψ(τn+1)}. (3.7)

Suppose that, max {ψ(τn), ψ(τn+1)} = ψ(τn+1). Then from (3.7), it follows that

ψ(τn+1) ≤ θ(τn) ψ(τn+1) < ψ(τn+1), (since θ(τn) < 1),
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which is a contradiction. Hence

ψ(τn+1) ≤ θ(τn) ψ(τn) < ψ(τn), (since θ(τn) < 1).

By the monotone property of ψ, it follows that

τn+1 < τn, for all n ≥ 0,

that is, {τn} is a monotone decreasing sequence of nonnegative real numbers. Hence
there exists a τ ≥ 0 such that

τn −→ τ as n −→∞.

Taking n −→∞ in (3.7), using the continuities of θ and ψ, we have

ψ(τ) ≤ θ(τ) ψ(τ) < ψ(τ), (since θ(τ) < 1),

which is a contradiction unless τ = 0. Thus we have

lim
n→∞

τn = lim
n→∞

d(gxn, gxn+1) = 0. (3.8)

Next we show that {gxn} is a Cauchy sequence. If {gxn} is not a Cauchy sequence, then
following Lemma 11, there exists ε > 0 and two sequences {m(k)} and {n(k)} of positive
integers such that for all positive integers k, n(k) > m(k) > k and

lim
k→∞

d(gxm(k), gxn(k)) = ε, (3.9)

lim
k→∞

d(gxm(k), gxn(k)+1) = ε, (3.10)

lim
k→∞

d(gxn(k), gxm(k)+1) = ε, (3.11)

and
lim
k→∞

d(gxm(k)+1, gxn(k)+1) = ε. (3.12)

For each positive integer k, gxm(k) and gxn(k) are comparable. Then putting α = α0,
x = xm(k) and y = xn(k) in (vi) and using the monotone property of ψ, we have

ψ(d(gxm(k)+1, gxn(k)+1)) ≤ ψ(δ(Tα0xm(k), Tα0xn(k)))
≤ θ(d(gxm(k), gxn(k))) max {ψ(d(gxm(k), gxn(k))), ψ(D(gxm(k), Tα0xm(k))),

ψ(D(gxn(k), Tα0xn(k))),√
ψ(D(gxm(k), Tα0xn(k))). ψ(D(gxn(k), Tα0xm(k))) }

+ L min {ψ(D(gxm(k), Tα0xm(k))), ψ(D(gxn(k), Tα0xn(k))),
ψ(D(gxm(k), Tα0xn(k))), ψ(D(gxn(k), Tα0xm(k)))}

≤ θ(d(gxm(k), gxn(k))) max {ψ(d(gxm(k), gxn(k))), ψ(d(gxm(k), gxm(k)+1)),
ψ(d(gxn(k), gxn(k)+1)),

√
ψ(d(gxm(k), gxn(k)+1)). ψ(d(gxn(k), gxm(k)+1)) }

+ L min {ψ(d(gxm(k), gxm(k)+1)), ψ(d(gxn(k), gxn(k)+1)),
ψ(d(gxm(k), gxn(k)+1)), ψ(d(gxn(k), gxm(k)+1))}.
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Letting k −→∞ in the above inequality, using (3.8), (3.9), (3.10), (3.11) and (3.12) and
using the properties of θ and ψ, we have

ψ(ε) ≤ θ(ε) ψ(ε) < ψ(ε), (since θ(ε) < 1),

which is a contradiction. Hence {gxn} is a Cauchy sequence in g(X). Since X is complete
and g(X) is closed in X, there exists u ∈ g(X) such that

gxn −→ u as n −→∞.

Since u ∈ g(X), there exists z ∈ X such that u = gz. Then

gxn −→ u = gz as n −→∞. (3.13)

Since {τn} is monotone decreasing, from (3.7), we have

ψ(τn+1) ≤ ψ(δ(Tα0xn, Tα0xn+1)) ≤ θ(τn)ψ(τn).

As θ(τn) < 1, it follows that

ψ(τn+1) ≤ ψ(δ(Tα0xn, Tα0xn+1)) < ψ(τn),

which, by the monotone property of ψ, implies that

τn+1 ≤ δ(Tα0xn, Tα0xn+1) < τn.

Taking n→∞ in the above inequality, and using (3.8), we have

lim
n→∞

δ(Tα0xn+1, Tα0xn) = 0. (3.14)

Now,

δ(Tα0xn, {u}) ≤ δ(Tα0xn, gxn) + δ(gxn, {u}) ≤ δ(Tα0xn, Tα0xn−1) + d(gxn, u).

Taking n→∞ in the above inequality, and using (3.13) and (3.14), we have

lim
n→∞

δ(Tα0xn, {u}) = 0,

which, by Lemma 3, implies that

Tα0xn −→ {u} as n −→∞. (3.15)

Since the pair (g, Tα0) is δ - compatible, from (3.13) and (3.15), we have

lim
n→∞

δ(Tα0gxn, gTα0xn) = 0.

As g and Tα0 are continuous, it follows by Lemma 5 that δ(Tα0u, gu) = 0, that is,
Tα0u = {gu}. Hence u ∈ g(X) ⊆ X is a coincidence point of g and Tα0 . By what we
have already proved, u is a coincidence point of g and {Tα : α ∈ Λ}.

In our next theorem we relax the continuity assumption on Tα0 and g by imposing
an order condition. We also relax the δ - compatibility assumption of the pairs (g, Tα0)
and the condition that gTα0x ∈ B(X), for every x ∈ X.
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Theorem 13. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
metric d on X such that (X, d) is a complete metric space. Assume that if xn −→ x is
a nondecreasing sequence in X, then xn � x, for all n. Let {Tα : X −→ B(X) : α ∈ Λ}
be a family of multivalued mappings. Let g : X −→ X be a mapping such that g(X) is
closed in X. Suppose that there exists α0 ∈ Λ such that

(i) Tα0x ⊆ g(X), for every x ∈ X,

(ii) there exists x0 ∈ X such that {gx0} ≺1 Tα0x0,

(iii) for x, y ∈ X, gx � gy implies Tα0x ≺1 Tα0y,

(iv) ψ(δ(Tα0x, Tαy))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(D(gx, Tα0x)), ψ(D(gy, Tαy)),
√
ψ(D(gx, Tαy)) . ψ(D(gy, Tα0x)) }

+L min {ψ(D(gx, Tα0x)), ψ(D(gy, Tαy)), ψ(D(gx, Tαy)), ψ(D(gy, Tα0x))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and {Tα : α ∈ Λ} have a coincidence point.

Proof. We take the same sequence {gxn} as in the proof of Theorem 12. Then we have
gxn+1 ∈ Tα0xn, for all n ≥ 0, {gxn} is monotonic nondecreasing and gxn −→ gz as
n −→∞. Then by the order condition of the metric space, we have gxn � gz, for all n.
Using the monotone property of ψ and the condition (iv), we have

ψ(δ(gxn+1, Tαz)) ≤ ψ(δ(Tα0xn, Tαz))
≤ θ(d(gxn, gz)) max {ψ(d(gxn, gz)), ψ(D(gxn, Tα0xn)), ψ(D(gz, Tαz)),√

ψ(D(gxn, Tαz)). ψ(D(gz, Tα0xn)) }
+ L min {ψ(D(gxn, Tα0xn)), ψ(D(gz, Tαz)), ψ(D(gxn, Tαz)), ψ(D(gz, Tα0xn))}

≤ θ(d(gxn, gz)) max {ψ(d(gxn, gz)), ψ(d(gxn, gxn+1)), ψ(D(gz, Tαz)),√
ψ(D(gxn, Tαz)). ψ(d(gz, gxn+1)) }

+ L min {ψ(d(gxn, gxn+1)), ψ(D(gz, Tαz)), ψ(D(gxn, Tαz)), ψ(d(gz, gxn+1))}.

Letting n −→∞ in the above inequality and using the properties of θ and ψ, we have

ψ(δ(gz, Tαz)) ≤ θ(0)ψ(D(gz, Tαz)) ≤ θ(0)ψ(δ(gz, Tαz)) < ψ(δ(gz, Tαz)) (since θ(0) < 1),

which implies that δ(gz, Tαz) = 0, that is, {gz} = Tαz, for all α ∈ Λ. Hence z is a
coincidence point of g and {Tα : α ∈ Λ}.

Considering {Tα : X −→ B(X) : α ∈ Λ} = {T} in Theorem 12, we have the following
corollary.

Corollary 14. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
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metric d on X such that (X, d) is a complete metric space. Let T : X −→ B(X) be a
multivalued mapping and g : X −→ X a mapping such that

(i) T and g are continuous,

(ii) Tx ⊆ g(X) and gTx ∈ B(X), for every x ∈ X, and g(X) is closed in X,

(iii) there exists x0 ∈ X such that {gx0} ≺1 Tx0,

(iv) for x, y ∈ X, gx � gy implies Tx ≺1 Ty,

(v) the pair (g, T ) is δ - compatible,

(vi) ψ(δ(Tx, Ty))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(D(gx, Tx)), ψ(D(gy, Ty)),
√
ψ(D(gx, Ty)) . ψ(D(gy, Tx)) }

+ L min {ψ(D(gx, Tx)), ψ(D(gy, Ty)), ψ(D(gx, Ty)), ψ(D(gy, Tx))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and T have a coincidence point.

Considering {Tα : X −→ B(X) : α ∈ Λ} = {T} in Theorem 13, we have the following
corollary.

Corollary 15. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
metric d on X such that (X, d) is a complete metric space. Assume that if xn −→ x
is a nondecreasing sequence in X, then xn � x, for all n. Let T : X −→ B(X) be a
multivalued mapping and g : X −→ X a mapping such that

(i) Tx ⊆ g(X), for every x ∈ X, and g(X) is closed in X,

(ii) there exists x0 ∈ X such that {gx0} ≺1 Tx0,

(iii) for x, y ∈ X, gx � gy implies Tx ≺1 Ty,

(iv) ψ(δ(Tx, Ty))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(D(gx, Tx)), ψ(D(gy, Ty)),
√
ψ(D(gx, Ty)) . ψ(D(gy, Tx)) }

+ L min {ψ(D(gx, Tx)), ψ(D(gy, Ty)), ψ(D(gx, Ty)), ψ(D(gy, Tx))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and T have a coincidence point.
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The following theorems are single valued cases of the Theorems 12 and 13 respectively.
Here we treat T as a multivalued mapping in which case Tx is a singleton set for every
x ∈ X.

Theorem 16. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
metric d on X such that (X, d) is a complete metric space. Let {Tα : X −→ X : α ∈ Λ}
be a family of mappings. Let g : X −→ X be a mapping such that g(X) is closed in X.
Suppose that there exists α0 ∈ Λ such that

(i) Tα0 and g are continuous,

(ii) Tα0(X) ⊆ g(X),

(iii) there exists x0 ∈ X such that gx0 � Tα0x0,

(iv) for x, y ∈ X, gx � gy implies Tα0x � Tα0y,

(v) the pair (g, Tα0) is compatible,

(vi) ψ(d(Tα0x, Tαy))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(d(gx, Tα0x)), ψ(d(gy, Tαy)),
√
ψ(d(gx, Tαy)) . ψ(d(gy, Tα0x)) }

+ L min {ψ(d(gx, Tα0x)), ψ(d(gy, Tαy)), ψ(d(gx, Tαy)), ψ(d(gy, Tα0x))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and {Tα : α ∈ Λ} have a coincidence point.

Theorem 17. Let θ : [0, ∞) −→ [0, 1) be a continuous function and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
metric d on X such that (X, d) is a complete metric space. Assume that if xn −→ x is
a nondecreasing sequence in X, then xn � x, for all n. Let {Tα : X −→ X : α ∈ Λ}
be a family of mappings. Let g : X −→ X be a mapping such that g(X) is closed in X.
Suppose that there exists α0 ∈ Λ such that

(i) Tα0(X) ⊆ g(X),

(ii) there exists x0 ∈ X such that gx0 � Tα0x0,

(iii) for x, y ∈ X, gx � gy implies Tα0x � Tα0y,

(iv) ψ(d(Tα0x, Tαy))

≤ θ(d(gx, gy)) max {ψ(d(gx, gy)), ψ(d(gx, Tα0x)), ψ(d(gy, Tαy)),
√
ψ(d(gx, Tαy)) . ψ(d(gy, Tα0x)) }
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+ L min {ψ(d(gx, Tα0x)), ψ(d(gy, Tαy)), ψ(d(gx, Tαy)), ψ(d(gy, Tα0x))},

where x, y ∈ X such that gx and gy are comparable and L ≥ 0.

Then g and {Tα : α ∈ Λ} have a coincidence point.

Corollary 18. Let p, q, r, s be four continuous functions from [0, ∞) into [0, 1) which
satisfy the property p(t) + q(t) + r(t) + s(t) < 1, for all t ∈ [0, ∞) and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists
a metric d on X such that (X, d) is a complete metric space. Let T : X −→ X and
g : X −→ X be two mappings such that

(i) T and g are continuous,

(ii) T (X) ⊆ g(X) and g(X) is closed in X,

(iii) there exists x0 ∈ X such that gx0 � Tx0,

(iv) for x, y ∈ X, gx � gy implies Tx � Ty,

(v) the pair (g, T ) is compatible,

(vi) ψ(d(Tx, Ty))

≤ p(d(gx, gy))ψ(d(gx, gy)) + q(d(gx, gy))ψ(d(gx, Tx)) + r(d(gx, gy))ψ(d(gy, Ty))

+s(d(gx, gy))
√
ψ(d(gx, Ty)) . ψ(d(gy, Tx)),

where x, y ∈ X such that gx and gy are comparable.

Then g and T have a coincidence point.

Proof. Starting with the inequality (vi), we have

ψ(d(Tx, Ty)) ≤ p(d(gx, gy))ψ(d(gx, gy)) + q(d(gx, gy))ψ(d(gx, Tx))
+ r(d(gx, gy))ψ(d(gy, Ty)) + s(d(gx, gy))

√
ψ(d(gx, Ty)) . ψ(d(gy, Tx)),

≤ θ(d(gx, gy)) max{ψ(d(gx, gy)), ψ(d(gx, Tx)), ψ(d(gy, Ty))
√
ψ(d(gx, Ty)) . ψ(d(gy, Tx)) },

where θ(d(gx, gy)) = p(d(gx, gy)) + q(d(gx, gy)) + r(d(gx, gy)) + s(d(gx, gy)),
which is a special case of the inequality (vi) of Theorem 16 obtained by considering
{Tα : X −→ X : α ∈ Λ} = {T} and L = 0.

Corollary 19. Let p, q, r, s be four continuous functions from [0, ∞) into [0, 1) which
satisfy the property p(t) + q(t) + r(t) + s(t) < 1, for all t ∈ [0, ∞) and ψ be an altering
distance function. Let (X, �) be a partially ordered set and suppose that there exists a
metric d on X such that (X, d) is a complete metric space. Assume that if xn −→ x is a
nondecreasing sequence in X, then xn � x, for all n. Let T : X −→ X and g : X −→ X
be two mappings such that
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(i) T (X) ⊆ g(X) and g(X) is closed in X,

(ii) there exists x0 ∈ X such that gx0 � Tx0,

(iii) for x, y ∈ X, gx � gy implies Tx � Ty,

(iv) ψ(d(Tx, Ty))

≤ p(d(gx, gy))ψ(d(gx, gy)) + q(d(gx, gy))ψ(d(gx, Tx)) + r(d(gx, gy))ψ(d(gy, Ty))

+s(d(gx, gy))
√
ψ(d(gx, Ty)) . ψ(d(gy, Tx)),

where x, y ∈ X such that gx and gy are comparable.

Then g and T have a coincidence point.
Proof. Like the proof of the Corollary 18, we can show that the inequality (iv) is a special
case of the inequality (iv) of Theorem 17 obtained by considering {Tα : X −→ X : α ∈
Λ} = {T} and L = 0.

Example 20. Let X = [1, ∞) with usual order � be a partially ordered set.
Let d : X ×X −→ R be given as

d(x, y) = |x− y|, for x, y ∈ X.
Then (X, d) is a complete metric space with the required properties mentioned in The-
orems 12 and 13.
Let g : X → X be defined as follows:

gx = x2, for x ∈ X.
Then g has the properties mentioned in Theorems 12 and 13.
Let Λ = {1, 2, 3, ...}. Let the family of mappings {Tα : X → B(X) : α ∈ Λ} be defined
as follows:

T1x = {1}, for x ∈ X and for α ≥ 2, Tαx =
{ {1}, if 1 ≤ x ≤ 4,
{1, 2 α

α+ 1}, if x > 4.

For any sequence {xn} in X, T1xn → {t}, gxn → t, for some t in X implies t = 1. Then
clearly, the pair (g, T1) is δ - compatible. Also, g and T1 satisfy required conditions
mentioned in Theorems 12 and 13.
Let ψ : [0, ∞) −→ [0, ∞) be defined as follows:

ψ(t) = t2, for t ∈ [0, ∞).

Then ψ has the properties mentioned in Theorems 12 and 13.
Let θ : [0, ∞) −→ [0, 1) be defined as follows:

θ(t) = 1
2 , for all t ∈ [0, ∞).

Then θ satisfies the required properties mentioned in Theorems 12 and 13.
The condition (vi) of Theorem 12 and the condition (iv) of Theorem 13 are satisfied for
any L ≥ 0. Hence all the condition of Theorems 12 and 13 are satisfied and it is seen
that 1 is a coincidence point of g and {Tα : α ∈ Λ}.
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Note In the above example if one takes g : X → X to be function as follows:

gx =
{ x

2 , if 1 ≤ x ≤ 4,
200, if x > 4.

Then the above example is still applicable to Theorem 13 but not applicable to Theorem
12 because g is not continuous and hence does not satisfy required properties mentioned
in Theorem 12.

Remark 21. Theorems 16 and 17 are generalizations of ordered versions of theorem
3.1 in [8] which generalizes the Banach contraction principle [3], theorem 2 of Khan et
al [21], the theorem of Skof [32], and the theorem of Kannan [20]. Also, Theorems 16
and 17 generalize the ordered versions of the main result of Berinde [5].
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[25] S. Radenović and Z. Kadelburg, Generalized weak contractions in partially ordered metric

spaces, Comput. Math. Appl. 60 (2010), 1776–1783.
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Abstract
In this paper new Hadamard-type inequalities, which estimate the difference between 1

b−a

∫ b

a
f(x)dx and

f
(

3a+b
4

)
+f
(

a+4b
4

)
2 , are established for functions whose derivatives in absolute values are convex. Our

established results refine those results which have been established to estimate the difference between
the middle and the leftmost terms of the celebrated Hermite-Hadamard inequality. We also give some
applications of our obtained results to get some error bounds for the general quadrature formula. Finally,
some applications to special means of real numbers are given as well.
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1 Introduction

The following definition for convex functions is well known in the mathematical literature:
A function f : I → R, ∅ 6= I ⊆ R, is said to be convex on I if inequality

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y),

holds for all x, y ∈ I and t ∈ [0, 1].
Many inequalities have been established for convex functions but the most famous is

the Hermite-Hadamard’s inequality, due to its rich geometrical significance and applica-
tions, which is stated as follow:

Let f : I ⊆ R→ R be a convex mapping and a, b ∈ I with a < b. Then

f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)
2 . (1.1)

Copyright c© 2013 Matej Bel University
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Both the inequalities hold in reversed direction if f is concave. Since its discovery in
1883, Hermite-Hadamard’s inequality [4] has been considered the most useful inequality
in mathematical analysis. Some of the classical inequalities for means can be derived
from (1.1) for particular choices of the function f .

In [3], S. S. Dragomir and R. P. Agarwal obtained the following results which give
estimate between the middle and the rightmost terms in (1.1):

Theorem 1. [3] Let f : I ⊆ R → R be a differentiable function on I◦ such that f ′ ∈
L[a, b], where a, b ∈ I with a < b. If |f ′| is convex on [a, b], then the following inequality
holds: ∣∣∣∣∣

f (a) + f (b)
2 − 1

b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
b− a

8

)
[|f ′ (a)|+ |f ′ (b)|] . (1.2)

and

Theorem 2. [3] Let f : I ⊆ R → R be a differentiable function on I◦ such that f ′ ∈
L[a, b], where a, b ∈ I with a < b. If |f ′|p is convex on [a, b] for some fixed p > 1, then
the following inequality holds:
∣∣∣∣∣
f (a) + f (a)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

b− a
2 (p+ 1)

1
p

[
|f ′ (a)|

p
p−1 + |f ′ (b)|

p
p−1

2

] p−1
p

. (1.3)

In [11], C. E. M. Pearce and J. E. Pečarić gave an improvement and simplification of
the constant in Theorem 2 and consolidated this result with Theorem 1 as the following
Theorem:

Theorem 3. [11] Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q ≥ 1,
then the following inequality holds:

∣∣∣∣∣
f (a) + f (a)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

b− a
4

[ |f ′ (a)|q + |f ′ (b)|q
2

] 1
q

. (1.4)

In [11], C. E. M. Pearce and J. E. Pečarić also established the following result which
gives the estimate between the middle and the leftmost terms in (1.1):

Theorem 4. [11] Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q ≥ 1,
then the following inequality holds:

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

b− a
4

[ |f ′ (a)|q + |f ′ (b)|q
2

] 1
q

. (1.5)

In [7, 8], U. S. Kirmaci et al. proved the following results connected with the left part
of (1.1):

Theorem 5. [8] Let f : I ⊆ R → R be a differentiable function on I◦ such that f ′ ∈
L[a, b], where a, b ∈ I with a < b. If |f ′| is convex on [a, b], then the following inequality
holds: ∣∣∣∣∣

1
b− a

∫ b

a

f (x) dx− f
(
a+ b

2

)∣∣∣∣∣ ≤
(
b− a

8

)
[|f ′ (a)|+ |f ′ (b)|] . (1.6)
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Theorem 6. [7] Let f : I ⊆ R → R be a differentiable function on I◦ such that f ′ ∈
L[a, b], where a, b ∈ I with a < b. If |f ′|p is convex on [a, b] for some fixed p > 1, then
the following inequality holds:

∣∣∣∣∣
1

b− a

∫ b

a

f (x) dx− f
(
a+ b

2

)∣∣∣∣∣ ≤
(

31− 1
p

8

)
(b− a) [|f ′ (a)|+ |f ′ (b)|] . (1.7)

Theorem 7. [7] Let f : I ⊆ R → R be a differentiable function on I◦ such that f ′ ∈
L[a, b], where a, b ∈ I with a < b. If |f ′|p is concave on [a, b] for p ≥ 1 and |f ′| is a linear
map, then the following inequality holds:

∣∣∣∣∣
1

b− a

∫ b

a

f (x) dx− f
(
a+ b

2

)∣∣∣∣∣ ≤
(
b− a

8

)
|f ′ (a+ b)| . (1.8)

For more results on Hermite-Hadamard-type inequality providing new proofs, note-
worthy extensions, generalizations and numerous applications, see [1]-[16] and the refer-
ences therein.

In a recent paper [14], K. L. Tseng et al., established the following result which gives
a refinement of (1.1):

f

(
a+ b

2

)
≤ f

( 3a+b
4
)

+ f
(

a+3b
4
)

2 ≤ 1
b− a

∫ b

a

f(x)dx

≤ 1
2

[
f

(
a+ b

2

)
+ f(a) + f(b)

2

]
≤ f(a) + f(b)

2 , (1.9)

where f : [a, b]→ R, is a convex function (see [12, Remark 2.11, page7.]).
The main aim of this paper is to establish some new Hermite-Hadamard type inequal-

ities which give an estimate between 1
b−a

∫ b

a
f(x)dx and f( 3a+b

4 )+f( a+3b
4 )

2 for functions
whose derivatives in absolute value are convex and as a consequence we will get refine-
ments of those results which have been established to estimate the difference between
the middle and the leftmost terms in (1.1).

In Section 3, we will propose some new error bounds for the general quadrature
formula based on our established results. Applications of our results to special means
are also given in Section 4.

2 Main Results

To prove our results we need the following lemma:

Lemma 8. Let f : I ⊆ R → R be a differentiable function on I◦ , the interior of I,
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where a, b ∈ I with a < b. If f ′ ∈ L[a, b], then the following equality holds:

f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx

= b− a
16

[∫ 1

0
tf ′
(
t
3a+ b

4 + (1− t) a
)
dt

+
∫ 1

0
(t− 1) f ′

(
t
a+ b

2 + (1− t) 3a+ b

4

)
dt

+
∫ 1

0
tf ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)
dt

+
∫ 1

0
(t− 1) f ′

(
tb+ (1− t) a+ 3b

4

)
dt

]
. (2.1)

Proof. By integration by parts and by making use of the substitution x = t 3a+b
4 +

(1− t) a, we have

b− a
16

∫ 1

0
tf ′
(
t
3a+ b

4 + (1− t) a
)
dt

= b− a
16


 4tf ′

(
t 3a+b

4 + (1− t) a
)

b− a

∣∣∣∣∣

1

0

− 4
b− a

∫ 1

0
f

(
t
3a+ b

4 + (1− t) a
)
dt




= 1
4f
(

3a+ b

4

)
− 1
b− a

∫ 3a+b
4

a

f (x) dx. (2.2)

Analogously, we also have the following equalities:

b− a
16

∫ 1

0
(t− 1) f ′

(
t
a+ b

2 + (1− t) 3a+ b

4

)
dt

= 1
4f
(

3a+ b

4

)
− 1
b− a

∫ a+b
2

3a+b
4

f (x) dx, (2.3)

b− a
16

∫ 1

0
tf ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)
dt

= 1
4f
(
a+ 3b

4

)
− 1
b− a

∫ x+3b
4

x+b
2

f (x) dx (2.4)

and

b− a
16

∫ 1

0
(t− 1) f ′

(
tb+ (1− t) a+ 3b

4

)
dt

= 1
4f
(
a+ 3b

4

)
− 1
b− a

∫ b

x+3b
4

f (x) dx. (2.5)

Adding (2.2)-(2.5), we get the desired equality. This completes the proof of the lemma.
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Using the Lemma 1 the following results can be obtained:

Theorem 9. Let f : I ⊆ R→ R be a differentiable function on I◦ such that f ′ ∈ L[a, b],
where a, b ∈ I with a < b. If |f ′| is convex on [a, b], then the following inequality holds:
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
b− a

96

)[
|f ′ (a)|+ 4

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣

+2
∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣+ 4
∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣+ |f ′ (b)|
]
. (2.6)

Proof. Using Lemma 1 and taking the modulus, we have
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤ b− a
16

[∫ 1

0
t

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣ dt

+
∫ 1

0
(1− t)

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣ dt

+
∫ 1

0
t

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣ dt

+
∫ 1

0
(1− t)

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣ dt
]
. (2.7)

Using the convexity of |f ′| on [a, b], we observe that the following inequality holds:

∫ 1

0
t

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣ dt

≤
∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
∫ 1

0
t2dt+ |f ′ (a)|

∫ 1

0
t (1− t) dt

= 1
3

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣+ 1
6 |f

′ (a)| . (2.8)

Similarly, we also have that the following inequalities hold:
∫ 1

0
(1− t)

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣ dt ≤
1
6

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣+
1
3

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣ , (2.9)

∫ 1

0
t

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣ dt ≤
1
3

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣+ 1
6

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣ , (2.10)

and
∫ 1

0
(1− t)

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣ dt ≤
1
6 |f

′ (b)|+ 1
3

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣ . (2.11)

Utilizing the inequalities (2.8)-(2.11), we get (2.6).
This completes the proof of the theorem.
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Corollary 10. Suppose all the conditions of Theorem 9 are satisfied. Then
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
b− a

16

)
[|f ′ (a)|+ |f ′ (b)|] . (2.12)

Moreover, if |f ′ (x)| ≤M , for all x ∈ [a, b], then we have also the following inequality:
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
b− a

8

)
M. (2.13)

Proof. It follows from Theorem 9 and using the convexity of |f ′|.
Theorem 11. Let f : I ⊆ R→ R be a differentiable function on I◦ such that f ′ ∈ L[a, b],
where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q > 1, then the
following inequality holds:
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
1

p+ 1

) 1
p
(

1
2

) 1
q
(
b− a

16

)

×
{(∣∣∣∣f ′

(
3a+ b

4

)∣∣∣∣
q

+ |f ′ (a)|q
) 1

q

+
(∣∣∣∣f ′

(
a+ b

2

)∣∣∣∣
q

+
∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
a+ 3b

4

)∣∣∣∣
q

+
∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
a+ 3b

4

)∣∣∣∣
q

+ |f ′ (b)|q
) 1

q

}
, (2.14)

where 1
p + 1

q = 1.
Proof. From Lemma 1 and using the well-known Hölder integral inequality, we have
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤ b− a
16

[(∫ 1

0
tpdt

) 1
p
(∫ 1

0

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣

q

dt

) 1
q

+
(∫ 1

0
(1− t)p

dt

) 1
p
(∫ 1

0

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣
q

dt

) 1
q

+
(∫ 1

0
tpdt

) 1
p
(∫ 1

0

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣
q

dt

) 1
q

+
(∫ 1

0
(1− t)p

dt

) 1
p
(∫ 1

0

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣
q

dt

) 1
q

. (2.15)

Since |f ′|q is convex on [a, b], we have
∫ 1

0

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣

q

dt

≤
∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q ∫ 1

0
tdt+ |f ′ (a)|q

∫ 1

0
(1− t) dt

= 1
2

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q

+ 1
2 |f

′ (a)|q .
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Similarly,

∫ 1

0

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣
q

dt ≤ 1
2

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣
q

+ 1
2

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q

,

∫ 1

0

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣
q

dt ≤ 1
2

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q

+ 1
2

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣
q

and
∫ 1

0

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣
q

dt ≤ 1
2

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q

+ 1
2 |f

′ (b)|q .

Using the last four inequalities in (2.15), we get the inequality (2.14), which completes
the proof of the theorem.

Corollary 12. Suppose all the conditions of Theorem 11 are satisfied. Then

∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤
(

1
p+ 1

) 1
p
(

1
2

) 3
q [

1 + 3
1
q + 5

1
q + 7

1
q

](b− a
16

)
[|f ′ (a)|+ |f ′ (b)|] . (2.16)

Proof. It follows from Theorem 11 using the convexity of |f ′|q and the fact

n∑

k=1
(uk + vk)s ≤

n∑

k=1
(uk)s +

n∑

k=1
(vk)s

, uk, vk ≥ 0, 1 ≤ k ≤ n, 0 ≤ s < 1.

Theorem 13. Let f : I ⊆ R→ R be a differentiable function on I◦ such that f ′ ∈ L[a, b],
where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q ≥ 1, then the
following inequality holds:

∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
1
2

)(
1
3

) 1
q
(
b− a

16

)

×
{(
|f ′ (a)|q + 2

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
a+ b

2

)∣∣∣∣
q

+ 2
∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
a+ b

2

)∣∣∣∣
q

+ 2
∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q) 1

q

+
(

2
∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q

+ |f ′ (b)|q
) 1

q

}
. (2.17)

Proof. Suppose that q ≥ 1. From Lemma 1 and using the well-known power-mean
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inequality, we have
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤ b− a
16

[(∫ 1

0
tdt

)1− 1
q
(∫ 1

0
t

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣

q

dt

) 1
q

+
(∫ 1

0
(1− t) dt

)1− 1
q
(∫ 1

0
(1− t)

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣
q

dt

) 1
q

+
(∫ 1

0
tdt

)1− 1
q
(∫ 1

0
t

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣
q

dt

) 1
q

+
(∫ 1

0
(1− t) dt

)1− 1
q
(∫ 1

0
(1− t)

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣
q

dt

) 1
q

. (2.18)

Since |f ′|q is convex on [a, b], we have
∫ 1

0
t

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣

q

dt

≤
∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q ∫ 1

0
t2dt+ |f ′ (a)|q

∫ 1

0
t (1− t) dt

= 1
3

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q

+ 1
6 |f

′ (a)|q .

Analogously, we also have that the following inequalities:
∫ 1

0
(1− t)

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣
q

dt

≤ 1
6

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣
q

+ 1
3

∣∣∣∣f ′
(

3a+ b

4

)∣∣∣∣
q

,

∫ 1

0
t

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣
q

dt ≤ 1
3

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q

+ 1
6

∣∣∣∣f ′
(
a+ b

2

)∣∣∣∣
q

and ∫ 1

0
(1− t)

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣
q

≤ 1
3

∣∣∣∣f ′
(
a+ 3b

4

)∣∣∣∣
q

+ 1
6 |f

′ (b)|q .

By making use of the last four inequalities in (2.18), we get (2.17). Hence the proof of
the theorem is complete.

Corollary 14. Suppose all the conditions of Theorem 11 are satisfied. Then using similar
arguments as in Corollary 12, we get the following inequality:
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤
(

1
3

) 1
q
(

1
2

)[
1 + 2

1
q +

(
1
2

) 1
q

+
(

5
2

) 1
q

](
b− a

16

)
[|f ′ (a)|+ |f ′ (b)|] . (2.19)
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Theorem 15. Let f : I ⊆ R→ R be a differentiable function on I◦ such that f ′ ∈ L[a, b],
where a, b ∈ I with a < b. If |f ′|q is concave on [a, b] for some fixed q > 1, then the
following inequality holds:
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤
(
q − 1
2q − 1

) q−1
q
(
b− a

16

){∣∣∣∣f ′
(

7a+ b

8

)∣∣∣∣+
∣∣∣∣f ′
(

5a+ 3b
8

)∣∣∣∣

+
∣∣∣∣f ′
(

3a+ 5b
8

)∣∣∣∣+
∣∣∣∣f ′
(
a+ 7b

8

)∣∣∣∣
}
, (2.20)

where 1
p + 1

q = 1.

Proof. From Lemma 1 and using the well-known Hölder integral inequality for q > 1 and
p = q

q−1 , we have
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b
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f (x) dx
∣∣∣∣∣

≤
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16

)
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0
t
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) q−1
q
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0
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q
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) 1
q

+
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q−1 dt

) q−1
q
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0
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(
t
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)∣∣∣∣
q
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) 1
q

+
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0
t

q
q−1 dt

) q−1
q
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0

∣∣∣∣f ′
(
t
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2

)∣∣∣∣
q
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) 1
q

+
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q
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) 1
q


 . (2.21)

Since |f ′|q is concave on [a, b] so by using the inequality (1.1), we obtain:
∫ 1

0

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣

q

dt ≤
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′
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2

)∣∣∣∣∣

q

=
∣∣∣∣f ′
(

7a+ b

8

)∣∣∣∣
q

Analogously, we have that the following inequalities:
∫ 1

0

∣∣∣∣f ′
(
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a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣
q

dt ≤
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(

5a+ 3b
8
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q

,

∫ 1

0

∣∣∣∣f ′
(
t
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4 + (1− t) a+ b

2

)∣∣∣∣
q

dt ≤
∣∣∣∣f ′
(

3a+ 5b
8

)∣∣∣∣
q

and ∫ 1

0
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(
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4
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q

dt ≤
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(
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8

)∣∣∣∣
q

.

Using the last four inequalities in (2.21), we get (2.20). This completes the proof of the
theorem.
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Corollary 16. Suppose all the assumptions of Theorem 15 are satisfied and assume that
|f ′| is a linear map, then we get the following inequality:

∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
q − 1
2q − 1

) q−1
q
(
b− a

8

)
|f ′ (a+ b)| .

(2.22)

Proof. It is a direct consequence of Theorem 15 and using the linearity of |f ′|.

Remark 17. Since not all the convex functions are linear map, hence the inequality
(2.22) can be used when |f ′|q is concave on [a, b] for some fixed q > 1 and |f ′| is a
linear map. Moreover, it can be observed that the error bound in (2.22) is more easier
to calculate as compared to calculate it in (2.20) when |f ′| is a linear map.

Theorem 18. Let f : I ⊆ R→ R be a differentiable function on I◦ such that f ′ ∈ L[a, b],
where a, b ∈ I with a < b. If |f ′|q is concave on [a, b] for some fixed q ≥ 1, then the
following inequality holds:

∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤
(
b− a

32

)[∣∣∣∣f ′
(

13a+ 3b
12

)∣∣∣∣+
∣∣∣∣f ′
(

11a+ 5b
12

)∣∣∣∣

+
∣∣∣∣f ′
(

5a+ 13b
12

)∣∣∣∣+
∣∣∣∣f ′
(

3a+ 13b
12

)∣∣∣∣
]
. (2.23)

Proof. First, by the concavity of |f ′|q on [a, b] and the power-mean inequality, we note
that

|f (λx+ (1− λ) y)|q ≥ λ |f (x)|q + (1− λ) |f (y)|q

≥ (λ |f (x)|+ (1− λ) |f (y)|)q

and hence

|f (λx+ (1− λ) y)| ≥ λ |f (x)|+ (1− λ) |f (y)| ,

for all λ ∈ [0, 1] and x, y ∈ [a, b]. This shows that |f ′| is also concave on [a, b].
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Accordingly, using Lemma 1 and the Jensen’s integral inequality, we have
∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣

≤
(
b− a

16

)[∫ 1

0
t

∣∣∣∣f ′
(
t
3a+ b

4 + (1− t) a
)∣∣∣∣ dt

+
∫ 1

0
(1− t)

∣∣∣∣f ′
(
t
a+ b

2 + (1− t) 3a+ b

4

)∣∣∣∣ dt
∫ 1

0
t

∣∣∣∣f ′
(
t
a+ 3b

4 + (1− t) a+ b

2

)∣∣∣∣ dt

+
∫ 1

0
(1− t)

∣∣∣∣f ′
(
tb+ (1− t) a+ 3b

4

)∣∣∣∣ dt
]

≤ b− a
16

[(∫ 1

0
tdt

) ∣∣∣∣∣f
′
(∫ 1

0 t
(
t 3a+b

4 + (1− t) a
)
dt

∫ 1
0 tdt

)∣∣∣∣∣

]

+
(∫ 1

0
(1− t) dt

) ∣∣∣∣∣f
′
(∫ 1

0 (1− t)
(
ta+b

2 + (1− t) 3a+b
4
)
dt

∫ 1
0 (1− t) dt

)∣∣∣∣∣

+
(∫ 1

0
tdt

) ∣∣∣∣∣f
′
(∫ 1

0 t
(
ta+3b

4 + (1− t) a+b
2
)
dt

∫ 1
0 tdt

)∣∣∣∣∣

+
(∫ 1

0
(1− t) dt

) ∣∣∣∣∣f
′
(∫ 1

0 (1− t)
(
tb+ (1− t) a+3b

4
)
dt

∫ 1
0 (1− t) dt

)∣∣∣∣∣ ,

which is equivalent to (2.23) and the proof of the theorem is complete.

Corollary 19. Suppose all the assumptions of Theorem 18 are satisfied and assume that
|f ′| is a linear map, then we have the following inequality:

∣∣∣∣∣
f
( 3a+b

4
)

+ f
(

a+3b
4
)

2 − 1
b− a

∫ b

a

f (x) dx
∣∣∣∣∣ ≤

(
b− a

12

)
|f ′ (a+ b)| . (2.24)

Proof. It follows from Theorem 18 and using the linearity of |f ′|.

Remark 20. The error bound in (2.22) is more easier to calculate as compared to
calculate it in (2.20) when |f ′|q is concave on [a, b] for some fixed q ≥ 1 and |f ′| is a
linear map.

3 Application to the General Quadrature Formula

Let d : a = x0 < x1 < ... < xn−1 < xn = b be a division of the interval [a, b]. Consider
the general quadrature formula

∫ b

a

f(x)dx = Q(f, d) +R(f, d), (3.1)

where

Q(f, d) = 1
2

n−1∑

i=0

[
f

(
3xi + xi+1

4

)
+ f

(
xi + 3xi+1

4

)]
(xi+1 − xi)



38 Muhammad Amer Latif, Sever S. Dragomir

and R(f, d) is the associated error. Here, we derive some estimates for the error R(f, d)
given in (3.1).

Proposition 21. Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′| is convex on [a, b], then for every division
d of [a, b], we have:

|R(f, d)| ≤ 1
96

n−1∑

i=0
(xi+1 − xi)2

[
|f ′ (xi)|+ 4

∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣

+2
∣∣∣∣f ′
(
xi + xi+1

2

)∣∣∣∣+ 4
∣∣∣∣f ′
(
xi + 3xi+1

4

)∣∣∣∣+ |f ′ (xi+1)|
]
. (3.2)

Proof. By applying Theorem 9 on the subinterval [xi, xi+1] (i = 0, 1, . . . , n− 1) of the
division d, we have
∣∣∣∣
1
2

[
f

(
3xi + xi+1

4

)
+ f

(
xi + 3xi+1

4

)]

− 1
xi+1 − xi

∫ xi+1

xi

f (x) dx
∣∣∣∣

≤
(
xi+1 − xi

96

)[
|f ′ (xi)|+ 4

∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣

+2
∣∣∣∣f ′
(
xi + xi+1

2

)∣∣∣∣+ 4
∣∣∣∣f ′
(
xi + 3xi+1

4

)∣∣∣∣+ |f ′ (xi+1)|
]
. (3.3)

Now

|R(f, d)| =
∣∣∣∣∣
n−1∑

i=0

∫ xi+1

xi

f(x)dx

−
n−1∑

i=0

1
2

[
f

(
3xi + xi+1

4

)
+ f

(
xi + 3xi+1

4

)]
(xi+1 − xi)

∣∣∣∣∣

≤
n−1∑

i=0
(xi+1 − xi)

∣∣∣∣
1
2

[
f

(
3xi + xi+1

4

)
+ f

(
xi + 3xi+1

4

)]

− 1
xi+1 − xi

∫ xi+1

xi

f(x)dx
∣∣∣∣ . (3.4)

Using (3.3) in (3.4), we get (3.2). This completes the proof of the proposition.

Corollary 22. Suppose all the assumptions of Proposition 21 are satisfied. Then

|R(f, d)| ≤ 1
16

n−1∑

i=0
(xi+1 − xi)2 [|f ′ (xi)|+ |f ′ (xi+1)|] . (3.5)

Proof. It follows from Proposition 21 and using the convexity of |f ′|.

Proposition 23. Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q > 1,
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then for every division d of [a, b], we have

|R(f, d)|

≤
(

1
p+ 1

) 1
p
(

1
2

) 1
q +4 n−1∑

i=0
(xi+1 − xi)2

{(∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣
q

+ |f ′ (xi)|q
) 1

q

+
(∣∣∣∣f ′

(
xi + xi+1

2

)∣∣∣∣
q

+
∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
xi + 3xi+1

4

)∣∣∣∣
q

+
∣∣∣∣f ′
(
xi + xi+1

2

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
xi + 3xi+1

4

)∣∣∣∣
q

+ |f ′ (xi+1)|q
) 1

q

}
, (3.6)

where 1
p + 1

q = 1.

Proof. The proof is similar to that of Proposition 21 and using Theorem 11.

Corollary 24. Suppose all the conditions of Proposition 23 are satisfied. Then

|R(f, d)| ≤
(

1
p+ 1

) 1
p
(

1
2

) 3
q +4 [

1 + 3
1
q + 5

1
q + 7

1
q

]

×
n−1∑

i=0
(xi+1 − xi)2 [|f ′ (xi)|+ |f ′ (xi+1)|] . (3.7)

Proposition 25. Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is convex on [a, b] for some fixed q ≥ 1,
then for every division d of [a, b], we have

|R(f, d)| ≤
(

1
32

)(
1
3

) 1
q

n−1∑

i=0
(xi+1 − xi)2

{(
|f ′ (xi)|q + 2

∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
xi + xi+1

2

)∣∣∣∣
q

+ 2
∣∣∣∣f ′
(

3xi + xi+1
4

)∣∣∣∣
q) 1

q

+
(∣∣∣∣f ′

(
xi + xi+1

2

)∣∣∣∣
q

+ 2
∣∣∣∣f ′
(
xi + 3xi+1

4

)∣∣∣∣
q) 1

q

+
(

2
∣∣∣∣f ′
(
xi + 3xi+1

4

)∣∣∣∣
q

+ |f ′ (xi+1)|q
) 1

q

}
. (3.8)

Proof. The proof is similar to that of Proposition 21 and using Theorem 13.

Corollary 26. Suppose all the conditions of Proposition 25 are satisfied. Then

|R(f, d)| ≤
(

1
3

) 1
q
(

1
32

)[
1 + 2

1
q +

(
1
2

) 1
q

+
(

5
2

) 1
q

]

×
n−1∑

i=0
(xi+1 − xi)2 [|f ′ (xi)|+ |f ′ (xi+1)|] . (3.9)
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Proposition 27. Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is concave on [a, b] for some fixed q > 1,
then for every division d of [a, b], we have

|R(f, d)| ≤
(
q − 1
2q − 1

) q−1
q
(

1
16

) n−1∑

i=0
(xi+1 − xi)2

{∣∣∣∣f ′
(

7xi + xi+1
8

)∣∣∣∣

+
∣∣∣∣f ′
(

5xi + 3xi+1
8

)∣∣∣∣+
∣∣∣∣f ′
(

3xi + 5xi+1
8

)∣∣∣∣+
∣∣∣∣f ′
(
xi + 7xi+1

8

)∣∣∣∣
}
, (3.10)

where 1
p + 1

q = 1.

Proof. The proof is similar to that of Proposition 21 and it follows from Theorem 15.

Corollary 28. Suppose all the conditions of Proposition 27 are satisfied. If |f ′| is a
linear mapping, then we have the following inequality:

|R(f, d)| ≤
(
q − 1
2q − 1

) q−1
q
(

1
8

) n−1∑

i=0
(xi+1 − xi)2 |f ′ (xi+1 + xi)| . (3.11)

Remark 29. It can be observed that the error bound in (3.11) for general quadrature
formula is more easier to calculate as compared to calculate it in (3.10) when |f ′|q is
concave on [a, b] for some fixed q > 1 and |f ′| is a linear map.

Proposition 30. Let f : I ⊆ R → R be a differentiable function on I◦ such that
f ′ ∈ L[a, b], where a, b ∈ I with a < b. If |f ′|q is concave on [a, b] for some fixed
q ≥ 1 and |f ′|q is a linear mapping, then for every division d of [a, b], then the following
inequality holds:

|R(f, d)| ≤
(

1
32

) n−1∑

i=0
(xi+1 − xi)2 |f ′ (xi+1 + xi)| . (3.12)

Proof. The proof is similar to that of Proposition 21 and it follows from Theorem 18.

4 Applications to Special Means

Now, we consider the applications of our Theorems to the special means. We consider
the means for arbitrary real numbers a, b ∈ R. We take

1. The arithmetic mean:
A (a, b) = a+ b

2 ; a, b ∈ R.

2. The harmonic mean:

H (a, b) = 2
1
a + 1

b

; a, b ∈ R\ {0} .

3. The logarithmic mean:

L (a, b) = ln |b| − ln |a|
b− a ; a, b ∈ R, a 6= b, a, b 6= 0.



Acta Univ. M. Belii, ser. Math. 21 (2013), 27–42 41

4. Generalized log-mean:

Ln (a, b) =
[
bn+1 − an+1

(n+ 1) (b− a)

] 1
n

; a, b ∈ R, n ∈ Z\ {−1, 0} , a 6= b, a, b 6= 0.

Now using the results of Section 2, we give some applications to special means of
real numbers.

Proposition 31. Let a, b ∈ R, a < b, 0 /∈ [a, b] and n ∈ Z, |n| ≥ 2. Then
∣∣∣∣A
((

3a+ b

4

)n

,

(
a+ 3b

4

)n)
− Ln

n (a, b)
∣∣∣∣ ≤ |n|

(
b− a

8

)
A
(
|a|n−1

, |b|n−1
)
. (4.1)

Proof. The assertion follows from Corollary 10 when applied to the function f(x) = xn,
x ∈ [a, b], n ∈ Z, |n| ≥ 2.

Proposition 32. Let a, b ∈ R, a < b, 0 /∈ [a, b]. Then
∣∣∣∣H−1

(
3a+ b

4 ,
a+ 3b

4

)
− L (a, b)

∣∣∣∣ ≤
(
b− a

8

)
A
(
|a|−2

, |b|−2
)
. (4.2)

Proof. It is a direct consequence of Corollary 10 when applied to the function, f (x) = 1
x ,

x ∈ [a, b].
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Abstract
The paper aims at contributing to a better understanding of the Dinitz Problem by dealing with the
number of “good choices" of representatives on a board of n × n cells. We conjecture that the number of
good choices on an arbitrary board of order n is at least the number of good choices on a homogeneous
board of order n, that is, at least the number `(n) of Latin squares of order n. The first steps towards
this conjecture are provided by proving that there are at least two good choices on an arbitrary board
of order 3. This is slightly improving the result of Pavel Hrnčiar from 1991.
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1 Introduction

A simple-sounding problem introduced by Jeff Dinitz in 1978 asks whether on a board
of n × n cells with n numbers in each cell one can choose a representative from every
cell such that the selected numbers in each row and in each column are distinct (see e.g.
[1, Chapter 28]). For arbitrary n the problem had been unsolved until Fred Galvin [2]
presented his brilliant proof in 1995. But already in 1991 Pavel Hrnčiar gave a positive
answer to the Dinitz Problem in the special case for n = 3. He showed that it is always
possible to find one “good choice" of representatives on a board of 3 × 3 cells. The aim
of our work is to present a conjecture on the number of “good choices" of representatives
on the board of n × n cells (Section 3) and to prove that there are always at least two
“good choices" of representatives on the board of 3× 3 cells (Section 5).

The major part of our work deals with the concept of a kernel of a directed graph
(Section 4). It is a subset of vertices satisfying two special conditions and it is amaz-
ingly connected to “good choices" on a board via so-called square graphs corresponding
∗The first author gratefully acknowledges funding from Slovak grants APVV-0223-10 and VEGA
1/0212/13.
†The second author acknowledges support from Slovak grant VEGA 1/0212/13.

Copyright c© 2013 Matej Bel University
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to boards. We show that every nondiscrete induced subgraph of the square graph cor-
responding to some board of 3× 3 cells possesses at least two different kernels for some
possible edge orientations.

We also introduce a new concept of so-called tame choices on a diagonal of a square
graph, which is also connected to the existence of “good choices" of representatives (Sec-
tion 5). In Section 6 we present various conjectures and counterexamples that arose in
the process of our investigation.

2 Preliminaries

2.1 Dinitz Problem
For n ≥ 1 consider n2 cells arranged in an (n× n)-square, let us call it a board of order
n, and let (i, j) denote the cell in row i and column j. Suppose that for every cell (i, j)
we are given a set C(i, j) of n colours.

By a choice we mean that for each cell (i, j), exactly one colour is picked up from the
set C(i, j). Let a good choice be every choice in which the colours in each row and each
column are distinct.

Is it then always possible to find a good choice for any board?
This simple-sounding colouring problem was raised by Jeff Dinitz in 1978 and it defied

all attacks until its solution by Fred Galvin [2].
Let C :=

⋃
i,j C(i, j) be a set of all colours of a board and let |C| be size of the board.

It is worth to mention a particular case as presented in [1, p. 185]. If all colour sets
are the same, say {1, 2, . . . , n}, then the Dinitz problem reduces to the following task:
fill in the (n× n)-square with the numbers 1, 2, . . . , n in such a way that the numbers in
any row and column are distinct. This means that size of the board is n and all choices
on it are precisely Latin squares. Since this is so easy, why would it be so much harder
in the general case when the size is greater than n? The difficulty derives from the fact
that not every colour of C is available at each cell.

2.2 Galvin’s Proof
All definitions and results in this subsection are taken from [1, Chapter 28].

Definition 2.1. Let G = (V,E) be a graph. Let us assume that we are given a non-
empty set C(v) of colours for each vertex v ∈ V . A list colouring is a colouring
c : V −→ ⋃

v∈V C(v) where c(v) ∈ C(v) for each v ∈ V (a colouring is an assignment
of colors to each vertex such that no edge connects two identically coloured vertices). A
list chromatic number χ`(G) is the smallest number k such that for any list of colour
sets C(v) with |C(v)| = k for all v ∈ V there always exists a list colouring.

Consider the square graph Sn which has as a vertex set the n2 cells of our board of
order n and two cells are adjacent if and only if they lie in the same row or column (see
Figure 1). The Dinitz problem can now be stated as

χ`(Sn) = n?

Definition 2.2. Let ~G = (V,E) be a directed graph (shortly, digraph), that is, a graph
where every edge e has an orientation. The notation e = (u, v) means that there is an
edge e, also denoted by u −→ v, whose initial vertex is u and whose terminal vertex is
v. Then outdegree d+(v) of a vertex v is the number of edges with v as initial vertex,
similarly for the indegree d−(v).

Furthermore, d+(v) + d−(v) = d(v), where d(v) is the degree of v.
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Figure 1. The graph S3

Definition 2.3. For a graph G = (V,E) and a non-empty subset A ⊆ V we denote by
G[A] the subgraph which has A as vertex set and which contains all edges of G between
vertices of A. We call G[A] the subgraph induced by A, and say that H is an induced
subgraph of G if H = G[A] for some A.

Definition 2.4. Let G = (V,E) be a graph without loops and multiple edges. A set
A ⊆ V is called independent if there are no edges within A.

Definition 2.5. Let ~G = (V,E) be a directed graph. A kernel K ⊆ V is a subset of
vertices such that

(1) K is independent in G, and

(2) for every u /∈ K there exists a vertex v ∈ K with an edge u −→ v.

For example, vertices of a kernel of the subgraph of a graph ~S3 shown in the Figure 2
are encircled. (We remark that here, and often elsewhere, we use the term “graph" for
“directed graph (digraph)" when no confusion arises.)

Figure 2. Kernel of the graph

In what follows, when we write G we mean the graph ~G without the orientations.

Lemma 2.6 ([1, Lemma 1]). Let ~G = (V,E) be a directed graph, and suppose that for
each vertex v ∈ V we have a color set that is larger than the outdegree, |C(v)| ≥ d+(v)+1.
If every induced subgraph of ~G possesses a kernel, then there exists a list colouring of G
with a colour from C(v) for each v.

Denote the vertices of Sn by (i, j), 1 ≤ i, j ≤ n. Thus (i, j) and (r, s) are adjacent
if and only if i = r or j = s. Take any Latin square L with letters from {1, 2, . . . , n}
and denote by L(i, j) the entry in cell (i, j). Next make Sn into a directed graph ~Sn by
orienting the horizontal edges (i, j) −→ (i, j′) if L(i, j) < L(i, j′) and the vertical edges
(i, j) −→ (i′, j) if L(i, j) > L(i′, j). Thus, horizontally we orient from the smaller to the
larger element, and vertically the other way round. We shall denote this digraph ~Sn

L
to

emphasize that the orientation of edges is given by a Latin square L.
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Notice that we obtain d+(i, j) = n− 1 for all (i, j). In fact, if L(i, j) = k, then n− k
cells in row i contain an entry larger than k, and k − 1 cells in column j have an entry
smaller than k.

The next result amazingly follows from the fact that a stable matching of a bipartite
graph always exists (cf. [1, Lemma 2]).

Lemma 2.7 ([1, p. 189]). Every induced subgraph of ~Sn possesses a kernel.

Putting these two lemmas together with the fact that d+(i, j) = n − 1 for all (i, j),
we get Galvin’s solution [2] of the Dinitz Problem.

Theorem 2.8 ([1, p. 189]). We have χL(Sn) = n for all n.

2.3 Colouring Algorithm
Galvin’s proof can tell us how to colour any board B of order n. We can use the following
algorithm:

(1) choose any Latin square L (of the same order n as the board B);

(2) assign a digraph ~Sn
L
with edge orientations given by L;

(3) choose any colour c ∈ C, where C =
⋃

i,j C(i, j);

(4) colour c generates a subgraph ~Sn
L

[A], where A = {v ∈ V, c ∈ C(v)};

(5) choose any kernel of this subgraph;

(6) colour the vertices of the kernel by a colour c;

(7) repeat steps 3–6 with colours c not previously used until the colouring is complete.

Galvin’s proof implicitly says that after a finite number of steps (not more than s
steps, where s is the size of the board) the colouring is complete and we obtain a good
choice.

Notice that in this case every Latin square combined with any sequence of colours
gives us a good choice according to the colouring algorithm. However, not all good choices
are obtainable by this algorithm. It can even happen that two distinct Latin squares or
two distinct sequences of colours can give us the same good choice (see Section 6).

3 Conjecture on the number of good choices

In this section we formulate a conjecture on the number of good choices on an arbitrary
board which we find quite important with respect to a good understanding of the Dinitz
Problem.

Let Bn be a board of order n. We shall denote σ(Bn) the number of all distinct good
choices on Bn. Galvin has shown that σ(Bn) ≥ 1 for any board Bn.

By a homogeneous board of order n we shall mean a board of n × n cells with the
same set {1, 2, . . . , n} of numbers in each cell. Hence the size of the homogeneous board
is equal to its order.

Let `(n) be the number of all Latin squares of order n. It is clear that `(n) is the
number of good choices on a homogeneous board of order n. So, σ(Bn) = `(n) if the
board Bn is homogeneous.

The following conjecture says that `(n) is the optimal lower bound for the number of
good choices on an arbitrary board of order n.
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Conjecture. σ(Bn) ≥ `(n) for any board Bn.

The following table lists the values of `(n), which are so far known for 1 ≤ n ≤ 11 [4].
Thus, for given n, these are our conjectured optimal lower bounds for the number of
good choices on an arbitrary board of order n.

n `(n)
1 1
2 2
3 12
4 576
5 161280
6 812851200
7 61479419904000
8 108776032459082956800
9 5524751496156892842531225600
10 9982437658213039871725064756920320000
11 776966836171770144107444346734230682311065600000

4 Graph Kernel

In the next definition we introduce a new concept regarding graph kernels of induced
subgraphs of a square graph.

Definition 4.1. Let Sn[A] be a subgraph of a square graph Sn induced by some set
A of vertices. We say that the graph Sn[A] is k-kerneled if for some Latin squares
L1, L2, . . . , Lm the digraphs ~Sn

L1 [A], ~Sn
L2 [A], . . ., ~Sn

Lm [A] have together at least k
distinct kernels.

Lemma 4.2. Let Sn[A] be a discrete graph. Then it is 1-kerneled and it is not k-kerneled
for any k > 1.

Proof. It is easy to see that the only kernel in the discrete graph is the whole vertex
set.

In Figure 3 (on the left) we draw the same digraph as in Figure 2 and present the
Latin square corresponding to its edge orientations. The kernel of this directed graph is
encircled. Now we focus on the vertex u. If we orient all edges towards u and make a new
digraph, then umust be in the kernel of this new digraph, because of the second condition
of the graph kernel. We want to find some Latin square such that it will correspond to
the orientation of this new graph. But it is easy, because we only need the entry in the
cell corresponding to the vertex u to be lower than the entries in the cells corresponding
to the vertices connected with u. So the entry in the cell corresponding to the vertex u
will be 1. One of the possible Latin squares is shown on the right side of the Figure 3.
The graph next to it is the graph with the new edge orientations and with a new kernel
encircled.

The method described above can be simply generalised. It suffices to have some edge
with end vertices whose degrees do not exceed 2, because in that case it is possible to
orient all edges into one of its end vertices. By the first kernel condition, two end vertices
of one edge cannot both belong to one kernel. We take the vertex which is not there and
construct a new orientation of the graph, where this taken vertex will already be in some
kernel.
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v

u

1 2 3
3 1 2
2 3 1

v

u

2 3 1
1 2 3
3 1 2

Figure 3. Two kernels of the same graph with changed edge orientations

Lemma 4.3. If there exists an edge uv ∈ S3[A] such that d(u) ≤ 2 and d(v) ≤ 2, then
S3[A] is 2-kerneled.

Proof. From Lemma 2.7 we know that ~S3
L1 [A] has a kernel, given by some Latin square

L1. We denote this kernel K1. We need to show that there exists a kernel K2 6= K1. We
will do it the way that we change the orientations of edges in ~S3

L1 [A] and obtain the
new kernel K2 of ~S3

L2 [A], which will correspond to some Latin square L2. Since a kernel
is a set of independent vertices and uv ∈ S3[A], then u /∈ K1 or v /∈ K1. Without loss of
generality we can assume that u /∈ K1. As d(u) ≤ 2, we can orient all edges in SL2

3 [A] in
such a way that d−(u) = d(u) and d+(u) = 0. Note that a Latin square L2 which will
give such orientations always exists. Now d+(u) = 0 implies that u ∈ K2, because from
the Definition 2.5 all vertices which are not in the kernel must be initial vertices of some
edge with terminal vertex in the kernel (and so their outdegree must be at least 1). Thus
K1 6= K2 and the proof is complete.

Definition 4.4. Let Sn[A] be an induced subgraph of Sn and let 1 ≤ r ≤ n. Then the
r-th row Rr of the graph Sn[A] is the set of vertices {(r, j) ∈ Sn[A], 1 ≤ j ≤ n}.

For the graph Sn and for every i ∈ {1, 2, . . . , n} we have |Ri| = n. For any induced
subgraph Sn[A] we have |Ri| ≤ n.

Lemma 4.5. Let S3[A] be an induced subgraph such that |Ri| = 3 and |Rj | = 0 for
some 1 ≤ i, j ≤ 3, i 6= j. Then S3[A] is 2-kerneled.

Proof. Let 1 ≤ k ≤ 3, k /∈ {i, j} (note that such k is unique). If |Rk| = 0 then by Lemma
4.3, S3[A] is 2-kerneled. So let |Rk| ≥ 1. We can choose any vertex w ∈ Rk (see Figure
4, in this case i = 1, j = 2 and k = 3). Then there exist vertices u, v ∈ Ri such that u,w
and v, w are independent. Now take any of these two pairs, for example take u,w and
construct a Latin square which has an entry 3 in the cells corresponding to the vertices
u,w. Since 3 is the biggest number in the Latin square of order 3, all vertices in the same
line will be directed into vertices u,w. But this already means that {u,w} is a kernel.
For the pair v, w it can be showed analogously. Thus {u,w} and {v, w} are two distinct
kernels of S3[A] and so S3[A] is 2-kerneled.

Definition 4.6. A diagonal of a graph Sn[A] is any set of n independent vertices.

Lemma 4.7. Every graph Sn[A] containing k different diagonals is k-kerneled.

Proof. To a given diagonal we can take any Latin square of order n which has an entry n
in all the cells corresponding to the vertices of the diagonal. Then the edge from all the
other vertices will be oriented towards these vertices, so the diagonal will be a kernel.



Acta Univ. M. Belii, ser. Math. 21 (2013), 43–53 49

u v

w

1 3 2
2 1 3
3 2 1

u v

w

1 2 3
2 3 1
3 1 2

Figure 4. Two kernels of the same graph with an empty row

Clearly, the graph Sn has n! diagonals. Certainly it can happen that some of its
induced subgraphs contain no diagonals (for example the graph in Figure 4).

Lemma 4.8. Every graph S3[A] in which |Ri| = 3, for some i ∈ {1, 2, 3}, and which
contains exactly one pair of independent vertices not contained in Ri, is 2-kerneled.

Proof. Note that such a graph always contains one diagonal, because the two independent
vertices can be supplemented by an independent vertex from the i-th row. So by Lemma
4.7, this diagonal is already a kernel. We will show that there always exists a kernel K
such that |K| = 2 (i.e. different from the first one).

So take any of the two independent vertices u and v. Say we take u. Then we take
the vertex from the i-th row, which is independent with u, but not independent with v
(there is exactly one such vertex). Up to isomorphism we can assume that we have one
of the graphs in Figure 5. Let us first consider the graph on the left side. Its kernel
corresponding to the Latin square is encircled. One can notice that if we add a vertex
so that there will still be exactly one independent pair of vertices, up to isomorphism we
obtain the graph on the right side of Figure 5. Now we can use the same Latin square
as before to orient the edges, and the kernel will remain the same.

u

v

2 3 1
1 2 3
3 1 2

u

v

Figure 5. Graphs with one full row and one independent pair of vertices

Theorem 4.9. Every nondiscrete subgraph of S3 is 2-kerneled.

Proof. Let S3[A] be a nondiscrete subgraph of S3. If maximal degree of its vertices
∆(S3[A]) ≤ 2, then S3[A] has two different kernels by Lemma 4.3. So now let there exist
a vertex v with d(v) > 2. It is easy to see that then for the line Ri, where v ∈ Ri, we
have |Ri| = 3 and |Rj | ≥ 1 for some 1 ≤ j ≤ 3, i 6= j. Without loss of generality we can
assume that |R1| = 3 and |R2| ≥ 1. Now we have these possibilities:
1. |R3| = 0 — then the statement holds by Lemma 4.5.
2. |R2| = 1 and |R3| = 1 — if the two vertices in R2 and R3 are independent, the
statement holds by Lemma 4.8, otherwise by Lemma 4.3.
3. |R2| = 2 and |R3| = 1 — if there is exactly one independent pair of vertices, the
statement holds by Lemma 4.8. Otherwise there are two or more independent pairs in
which case each of them can be completed to a diagonal with a vertex in R1, so the
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statement holds by Lemma 4.7.
4. |R2| ≥ 2 and |R3| ≥ 2 — the statement holds by Lemma 4.7.

The proof is complete.

5 From Kernels to Good Choices

Theorem 5.1. Let c be a colour of a board B of order n and let A be the set of all
vertices of the graph Sn corresponding to those cells which contain the colour c. If the
graph Sn[A] is k-kerneled, then the board B has at least k distinct good choices.

Proof. Let Sn[A] be a k-kerneled induced subgraph of the graph Sn, i.e. there exist
distinct kernels K1,K2, . . . ,Kk of the digraphs ~Sn

Li [A] with orientations given by some
Latin squares L1, L2, . . . , Lk, respectively. According to the colouring algorithm from
Galvin’s proof (see Subsection 2.2), we take the Latin square L1. The Latin square gives
us an orientation of the graph Sn and in the first step we choose a colour c (in the final
good choice the colour c will remain precisely in those cells corresponding to the vertices
of the kernel K1). After this, we continue with an arbitrary sequence of colours (see
Subsection 2.3) until we obtain a good choice. We denote the obtained good choice by
D1. Similarly, when we choose in the first step the Latin square L2 and the same colour
c, we obtain a good choice that we can denote D2. We do the same for all the other
kernels so that we have good choices D1, D2, . . . , Dk. Note that the sets of cells with a
colour c are distinct in all these good choices, since all the kernels were distinct. Thus
we obtained k distinct good choices and the proof is complete.

We recall that Galvin [2] has shown that σ(Bn) ≥ 1 for any board Bn of order n.
Before Galvin, in 1991 Hrnčiar [3] showed that σ(B3) ≥ 1 for any board of order 3.

We conjecture in Section 3 that σ(B3) ≥ 12. Our following result is improving the lower
bound for σ(B3) and so can be understood as the first little step towards proving the
conjecture.

Theorem 5.2. σ(B3) ≥ 2 for any board of order 3.

Proof. Let B3 be a board of order 3 and let S3 be its assigned square graph. We will
distinguish two cases: (1) every colour of the board is only once in the same row or
column, (2) there is a colour c such that it is at least twice in the same row or column.

(1) Let every colour be only once in the same row or column. We take any cell of
the board, denote it by E. It contains 3 colours, say a, b, c. Note that in this case the
induced subgraph of S3 generated by any colour is discrete and so its kernel is the whole
subgraph. Now according to the colouring algorithm we can take any Latin square and
in the first step we take colour a. As the whole subgraph belongs to the kernel, we colour
the cell E by the colour a. Then we continue with an arbitrary colour sequence to obtain
a good choice. Similarly, when we take a colour b in the first step, we obtain a good
choice with b in the cell E. So we constructed two distinct good choices.

(2) Let c be a colour of B3 such that it is at least twice in the same row or column.
Then the subgraph generated by this colour is nondiscrete, and, by Theorem 4.9, it is
2-kerneled. Now by Theorem 5.1, it has two distinct good choices.

In the last part of this section we introduce some concepts corresponding to a board
and present our final result.

Definition 5.3. Let B be a board of order n and let a diagonal of a board B be a
set of any n cells such that none of them lie in the same row or column. Then any set of
n colours from distinct cells of a diagonal will be called the choice on a diagonal.
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Let B be a board and let D be a choice on some diagonal. We denote every colour
in D as d(a,b) to express that this colour was chosen from the cell (a, b). Now for every
cell (i, j) of B and for every colour d(k,l) of D we delete this colour from the cell (i, j) if
i = k or j = l, i.e. we delete every colour of the choice on a diagonal from all cells which
lie in the same row or column.

Definition 5.4. We shall call the choice D tame if a reduced board obtained by the
process above has at least n− 1 remaining colours in every cell.

For example, the choice {1, 2, 5} on the diagonal (1, 1), (2, 2), (3, 3) in the board on
the left below is tame, because the reduced board on the right has at least 2 colours
remaining in every cell.

{1, 2, 3} {3, 4, 5} {2, 3, 5}
{4, 5, 6} {2, 3, 4} {1, 4, 6}
{2, 3, 5} {1, 2, 6} {4,5, 6}

{2, 3} {3, 4, 5} {2, 3}
{4, 5, 6} {3, 4} {1, 4, 6}
{2, 3} {1, 6} {4, 6}

As we shall see, the existence of tame choices guarantees the existence of good choices.

Theorem 5.5. Let B be a board. If there exist k tame choices on some diagonal of B,
then σ(B) ≥ k.

Proof. Denote this diagonal by D. We take any Latin square L such that it has an entry
n in all cells corresponding to the diagonal D, where n is the order of L. We consider the
square digraph ~Sn

L
with edge orientations given by the Latin square L. The outdegree

of every vertex will then be n − 1. Now we can delete all the vertices corresponding to
D from ~Sn

L
. Since in every row there was an edge oriented from every vertex to the

diagonal, now after we deleted it, the outdegree of every vertex will be n− 2.
For every tame choice we can now also delete all colours of a choice from all lists

of colours for every vertex. By the definition, every vertex will still have at least n − 1
colours. So |C(v)| ≥ n − 1 for every v. Now by Lemma 2.6, the subgraph with deleted
diagonals can be list coloured with colours from C(v) for every v. The deleted vertices
can be coloured with colours of a choice on a diagonal and we obtain a good choice.

We can do the same for all tame choices and we obtain k distinct good choices on
B.

6 Misguided Conjectures and Counterexamples

In this section we present various conjectures arising in the process of our investigation
and the counterexamples to these conjectures which we later found using (in almost all
cases) self-developed computer programs. The aim of this section is to give a helpful
hand to those who would follow similar steps as we did and come up with possibly the
same conjectures in the process of their investigation.

Misguided conjecture 6.1. Let B be a board of order n. Then there exists a diagonal
of B which has at least n tame choices.

Counterexample 6.1. The following board has exactly one tame choice in every diag-
onal:

{1, 2, 3} {1, 2, 3} {1, 2, 3}
{1, 2, 4} {1, 2, 4} {1, 2, 4}
{1, 3, 4} {1, 3, 4} {2, 3, 4}
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Misguided conjecture 6.2. Let B be a board of order n. Then every diagonal of B
has at least one tame choice.

Counterexample 6.2. The following board has no tame choices on the diagonal (1,1),
(2,2), (3,3):

{1, 2, 3} {1, 3, 4} {3, 4, 6}
{2, 3, 4} {3, 4, 5} {2, 3, 4}
{1, 2, 4} {2, 5, 6} {2, 4, 6}

Colours of a board can be in general any natural numbers, but note that if a board has
size s then we can replace all numbers greater than s with numbers smaller than or equal
to s. So we can always obtain the board with colours {1, 2, . . . , s}. We shall call this
process a board normalisation and the board obtained this way we shall call a normalised
board.

Misguided conjecture 6.3. Let B be a normalised board of size s. Let L1, L2 be
distinct Latin squares and let S be a sequence of colours from {1, 2, . . . , s}. Let D1, D2
be the good choices obtained from the Latin squares L1, L2, respectively, combined with
the colour sequence S. Then D1 and D2 are distinct.

Counterexample 6.3. Consider the following board:

{1, 2, 3} {2, 3, 4} {3, 4, 5}
{2, 3, 5} {1, 3, 4} {1, 3, 4}
{1, 4, 5} {1, 2, 3} {1, 3, 5}

Now if we take the following two Latin squares

1 2 3
3 1 2
2 3 1

1 3 2
2 1 3
3 2 1

and we use the sequence of colours 1, 2, 3, 4, 5, we will obtain the same good choice:

1 2 4
2 3 1
4 1 3

Misguided conjecture 6.4. Let B be a normalised board of size s. Let L be a Latin
square and let S1, S2 be distinct sequences of colours from {1, 2, . . . , s}. Let D1, D2 be
the good choices obtained from the Latin square L combined with the colour sequences
S1, S2, respectively. Then D1 and D2 are distinct.

Counterexample 6.4. Take the same board as in Counterexample 6.3, the Latin square

1 2 3
2 3 1
3 1 2
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and the sequences 2, 3, 4, 1, 5 and 4, 3, 2, 5, 1. Then for both sequences we obtain the same
good choice:

2 3 4
3 4 1
4 2 3

Misguided conjecture 6.5. Let B be a normalised board of size s. Let L1, L2 be
distinct Latin squares and let S1, S2 be distinct sequences of colours from {1, 2, . . . , s}.
Let D1, D2 be the good choices obtained from the Latin squares L1, L2 combined with
the colour sequences S1, S2, respectively. Then D1 and D2 are distinct.

Counterexample 6.5. Consider the same board as in Counterexample 6.3, the Latin
squares

2 1 3
1 3 2
3 2 1

3 1 2
1 2 3
3 2 1

and for these Latin squares take sequences of colours 1, 2, 4, 5, 3 and 4, 2, 5, 1, 3, respec-
tively. In both cases we obtain the same good choice:

1 2 4
2 4 1
4 1 5

Misguided conjecture 6.6. Every good choice on a board can be obtained via the
colouring algorithm (from Subsection 2.3) using some Latin square and some sequence
of colours.

Counterexample 6.6. We can take the same board as in Counterexample 6.3. Then
the following good choice can not be obtained via the colouring algorithm for any Latin
square and sequence of colours:

3 4 5
2 1 3
4 2 1
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1 Introduction

Let A denote the class of functions f of the form

f(z) = z +
∞∑

n=2
anz

n, (1.1)

which are analytic in the open unit disk U = {z : z ∈ C and |z| < 1} and satisfy the
normalization condition f(0) = f ′(0) − 1 = 0. Further, we denote by S the subclass of
A consisting of functions of the form 1.1 which are also univalent in U and T be the
subclass of S consisting of functions of the form

f(z) = z −
∞∑

n=2
|an|zn. (1.2)

Let T (λ, α) be the subclass of T consisting of functions which satisfy the condition

Re

{
zf ′(z)

λzf ′(z) + (1− λ)f(z)

}
> α, (1.3)

for some α(0 ≤ α < 1), λ(0 ≤ λ < 1) and for all z ∈ U .
Copyright c© 2013 Matej Bel University
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Also, we let C(λ, α) denote the subclass of T consisting of functions which satisfy the
condition

Re

{
f ′(z) + zf ′′(z)
f ′(z) + λzf ′′(z)

}
> α, (1.4)

for some α(0 ≤ α < 1), λ(0 ≤ λ < 1) and for all z ∈ U .
From 1.3 and 1.4 it is easy to verify that

f(z) ∈ C(λ, α)⇔ zf ′(z) ∈ T (λ, α).

The classes T (λ, α) and C(λ, α) were extensively studied by Altintas and Owa [1] and
certain conditions for hypergeometric functions for these classes were studied by Mostafa
[11].

It is worthy to note that T (0, α) ≡ T ∗(α), the class of starlike functions of order
α(0 ≤ α < 1) and C(0, α) ≡ C(α), the class of convex functions of order α(0 ≤ α < 1)
(see [13]).

We recall that the generalized Bessel function of the first kind w = wp,b,c is defined
as the particular solution of the second-order linear homogenous differential equation

z2ω′′(z) + bzω′(z) +
[
cz2 − p2 + (1− b)p

]
ω(z) = 0, (1.5)

where b, p, c ∈ C, which is a natural generalization of Bessel’s equation. This function
has the familiar representation

ω(z) = ωp,b,c(z) =
∞∑

n=0

(−1)ncn

n!Γ(p+ n+ b+1
2 )

(z
2

)2n+p
, z ∈ C. (1.6)

The differential equation 1.5 permits the study of Bessel function, modified Bessel
function, spherical Bessel function and modified spherical Bessel functions all together.
Solutions of 1.5 are referred to as the generalized Bessel function of order p. The par-
ticular solution given by 1.6 is called the generalized Bessel function of the first kind of
order p. Although the series defined above is convergent everywhere, the function ωp,b,c is
generally not univalent in U . It is worth mentioning that, in particular, when b = c = 1,
we reobtain the Bessel function ωp,1,1 = Jp, and for c = −1, b = 1 the function ωp,1,−1
becomes the modified Bessel function Ip. Now, consider the function up,b,c defined by
the transformation

up,b,c(z) = 2pΓ
(
p+ b+ 1

2

)
z−p/2ωp,b,c(z1/2).

By using the well-known Pochhammer (or Appell) symbol, defined in terms of the Euler
Gamma function for a 6= 0,−1,−2, ... by

(a)n = Γ(a+ n)
Γ(a) =

{
1, if n = 0

a(a+ 1)...(a+ n− 1) if n = 1, 2, 3, ..., ,

we obtain for the function up,b,c the following representation

up,b,c(z) =
∞∑

n=0

(−c/4)n(
p+ (b+1)

2

)
n

zn

n! , (1.7)

where p + (b + 1)/2 6= 0,−1,−2, .... This function is analytic on C and satisfies the
second-order linear differential equation

4z2u′′(z) + 2 (2p+ b+ 1) zu′(z) + czu(z) = 0.
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The convolution (or Hadamard product) of two series f(z) =
∑∞
n=0 anz

n and g(z) =∑∞
n=0 bnz

n is defined as the power series

(f ∗ g)(z) =
∞∑

n=0
anbnz

n.

Now, we considered a linear operator I(k, c) : A→ A defined by

I(k, c)f = zup,b,c(z) ∗ f(z)

= z +
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 1)!anz
n,

where k = p + b+1
2 . The generalized Bessel function is a recent topic of study in Geo-

metric Function Theory (e.g. see the work of [2], [3], [4], [5] and [10]). Motivated by
results on connections between various subclasses of analytic univalent functions by using
hypergeometric functions (see [6], [7], [9], [12], [14], [15]) and by work of Baricz [2]-[5],
we obtain sufficient condition for function z(2− up(z)) belonging to the classes T (λ, α),
C(λ, α) and connections between Rτ (A,B) and C(λ, α). Finally, we give a condition for
an integral operator G(k, c, z) belonging to the class C(λ, α).

For convenience throughout in the sequel, we use the following notations:

up,b,c = up, k = p+ b+ 1
2 .

2 Main Results

To establish our main results, we shall require the following lemmas due to Dixit and Pal
[8], Altintas and Owa [1] and Baricz [4].

Lemma 1. ([8]) If f ∈ Rτ (A,B) is of the form 1.1 then

|an| ≤
(A−B)|τ |

n
, (n ∈ N \ {1}). (2.1)

The bounds given in 2.1 is sharp.

Lemma 2. ([1]) A function f(z) defined by 1.2 is in the class T (λ, α), if and only if
∞∑

n=2
[n− λαn− α+ λα] |an| ≤ 1− α.

Lemma 3. ([1]) A function f(z) defined by 1.2 is in the class C(λ, α), if and only if
∞∑

n=2
n [n− λαn− α+ λα] |an| ≤ 1− α.

Lemma 4. ([4]) If b, p, c ∈ C and k 6= 0,−1,−2, ... then the function up satisfies the
recursive relation 4ku′p(z) = −cup+1(z) for all z ∈ C.

Theorem 5. If c < 0, k > 0(k 6= 0,−1,−2, ...), then z(2 − up(z)) is in T (λ, α) if and
only if

(1− αλ)u′p(1) + (1− α)up(1) ≤ 2(1− α), (2.2)
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Proof. Since

z (2− up(z)) = z −
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 1)!z
n,

according to Lemma 2, we must show that

∞∑

n=2
[n(1− λα)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)! ≤ 1− α.

Now

∞∑

n=2
[n(1− αλ)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)!

=
∞∑

n=0
[(n+ 2)(1− αλ)− α(1− λ)] (−c/4)n+1

(k)n+1(n+ 1)!

= (1− αλ)
∞∑

n=0

(−c/4)n+1

(k)n+1n! + (1− α)
∞∑

n=0

(−c/4)n+1

(k)n+1(n+ 1)!

= (1− αλ)u′p(1) + (1− α) [up(1)− 1] .

But this last expression is bounded above by 1 − α if and only if 2.2 holds. Thus the
proof of Theorem 5 is established.

Remark 6. In particular when c = −1 and b = 1, the condition 2.2 becomes

2p−2Γ(p+ 1) [(1− αλ)Ip+1(1) + 2(1− α)Ip(1)] ≤ 1− α, (2.3)

which is a necessary and sufficient condition for z
(
2− ζp(z1/2)

)
to be in T (λ, α), where

ζp(z1/2) = 2pΓ(p+ 1)z−p/2Ip(z1/2). (2.4)

Theorem 7. If c < 0, k > 0(k 6= 0,−1,−2, ...), then z (2− up(z)) is in C(λ, α) if and
only if

(1− αλ)u′′p(1) + (3− 2αλ− α)u′p(1) + (1− α)up(1) ≤ 2(1− α), (2.5)

Proof. Since

z (2− up(z)) = z −
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 1)!z
n,

according to Lemma 3, we must show that

∞∑

n=2
n [n(1− λα)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)! ≤ 1− α.
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Now
∞∑

n=2

n [n(1− αλ)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)!

=
∞∑

n=2

{(1− αλ)(n− 1)(n− 2) + (3− 2αλ− α)(n− 1) + (1− α)} (−c/4)n−1

(k)n−1(n− 1)!

=(1− αλ)
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 3)! + (3− 2αλ− α)
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 2)! + (1− α)
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 1)!

=(1− αλ)
∞∑

n=0

(−c/4)n+1

(k)n+1(n− 1)! + (3− 2αλ− α)
∞∑

n=0

(−c/4)n+1

(k)n+1n! + (1− α)
∞∑

n=0

(−c/4)n+1

(k)n+1(n+ 1)!

=(1− αλ) (−c/4)2

k(k + 1)

∞∑

n=0

(−c/4)n−1

(k + 2)n−1(n− 1)! + (3− 2αλ− α) (−c/4)
k

∞∑

n=0

(−c/4)n

(k + 1)nn! + (1− α) {up(1)− 1}

=(1− αλ) (−c/4)2

k(k + 1)up+2(1) + (3− 2αλ− α) (−c/4)
k

up+1(1) + (1− α) {up(1)− 1}

=(1− αλ)u′′p(1) + (3− 2αλ− α)u′p(1) + (1− α) {up(1)− 1}
But this last expression is bounded above by 1−α if and only if 2.5 holds. This completes
the proof of Theorem 7.

Theorem 8. Let c < 0, k > 0(k 6= 0,−1,−2, ...). If f ∈ Rτ (A,B) and the inequality

(A−B)|τ |
[
(1− αλ)u′p(1) + (1− α) {up(1)− 1}

]
≤ 1− α, (2.6)

is satisfied then I(k, c)f ∈ C(λ, α).
Proof. By Lemma 3, it suffices to show that

P1 =
∞∑

n=2
n [n− λαn− α+ λα] |an| ≤ 1− α.

Since f ∈ Rτ (A,B) then by Lemma 1 we have

|an| ≤
(A−B)|τ |

n
.

Hence

P1 ≤(A−B)|τ |
∞∑

n=2
[n(1− αλ)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)!

=(A−B)|τ |
∞∑

n=0
[(n+ 2)(1− αλ)− α(1− λ)] (−c/4)n+1

(k)n+1(n+ 1)!

= (A−B)|τ |
[

(1− αλ)
∞∑

n=0

(−c/4)n+1

(k)n+1n! + (1− α)
∞∑

n=0

(−c/4)n+1

(k)n+1(n+ 1)!

]

= (A−B)|τ |
[

(1− αλ) (−c/4)
k

∞∑

n=0

(−c/4)n
(k + 1)nn! + (1− α) {up(1)− 1}

]

= (A−B)|τ |
[
(1− αλ) (−c/4)

k
up+1(1) + (1− α) {up(1)− 1}

]

= (A−B)|τ |
[
(1− αλ)u′p(1) + (1− α) {up(1)− 1}

]
.
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But this last expression is bounded above by 1− α if and only if 2.6 holds.

3 An Integral Operator

In the following theorem, we obtain similar results in connection with a particular integral
operator G(k, c, z) as follows

G(k, c, z) =
∫ z

0
(2− up(t)) dt (3.1)

Theorem 9. If c < 0, k > 0(k 6= 0,−1,−2, ...), then G(k, c, z) defined by 3.1 is in
C(λ, α) if and only if

(1− αλ)u′p(1) + (1− α) [up(1)− 1] ≤ (1− α). (3.2)

Proof. Since

G(k, c, z) = z −
∞∑

n=2

(−c/4)n−1

(k)n−1(n− 1)!
zn

n

= z −
∞∑

n=2

(−c/4)n−1

(k)n−1

zn

n!

by Lemma 3, we need only to show that
∞∑

n=2
n [n(1− λα)− α(1− λ)] (−c/4)n−1

(k)n−1n! ≤ 1− α.

Now
∞∑

n=2
n [n(1− λα)− α(1− λ)] (−c/4)n−1

(k)n−1n!

=
∞∑

n=2
[n(1− λα)− α(1− λ)] (−c/4)n−1

(k)n−1(n− 1)!

=
∞∑

n=0
[(n+ 2)(1− λα)− α(1− λ)] (−c/4)n+1

(k)n+1(n+ 1)!

=(1− αλ)
∞∑

n=0

(−c/4)n+1

(k)n+1n! + (1− α)
∞∑

n=0

(−c/4)n+1

(k)n+1(n+ 1)!

=(1− αλ)u′p(1) + (1− α) [up(1)− 1, ]

which is bounded above by 1− α, if and only if 3.2 holds.

Remark 10. If we put c = −1 and b = 1 in Theorem 7-9 we obtain analogues results of
2.3.
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1 Introduction

In the connection to some known results about functions preserving I-convergence and
I-continuity (see [1, 2, 3, 4]) we introduce the I-derivative of a real function, i.e. the
derivative based on the notion of I-convergence.
I-convergence was introduced in [1] as a generalization of statistical convergence (see

[5, 6]).
In this paper we will elucidate the relationship of I-derivative to usual derivative with

respect to the choice of ideals used in the definition of I-derivative.

Definition 1. (see [7, p. 6]) A non-void family I of subsets of a given set X is called
an ideal on X if it is hereditary and additive, i.e.

(1) A ∈ I and B ⊂ A ⇒ B ∈ I,
(2) A ∈ I and B ∈ I ⇒ A ∪B ∈ I.

An ideal I is called a proper ideal if X /∈ I.

A proper ideal I is said to be admissible (see [1]) if I contains every singleton.
The dual notion to the notion of an ideal is the notion of a filter.

Definition 2. (see [7, p. 6]) A non-void family F of subsets of a given set X is called a
filter on X if

(1) A ∈ F and A ⊂ B ⇒ B ∈ F ,
(2) A ∈ F and B ∈ F ⇒ A ∩B ∈ F .

A filter F is proper if ∅ /∈ F .
Copyright c© 2013 Matej Bel University
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Obviously, for each ideal I the system

F(I) = {X \A : A ∈ I}

is a filter on X.

Definition 3. (see [1]) Let I be a proper ideal on the set N. A sequence (xn)n∈N of real
numbers is said to be I-convergent to ξ ∈ R (I-lim xn = ξ) if and only if for each ε > 0
the set

A(ε) = {n ∈ N : |xn − ξ| ≥ ε}

belongs to I. The element ξ is called I-limit of the sequence (xn)n∈N.

In what follows we recall some basic properties of I-convergence and of the notions
I-limit inferior and I-limit superior(see [8, 9]).

Theorem 4. (see [9]) Let (xn)n∈N, (yn)n∈N be sequences of real numbers such that
I-lim xn = ξ, I-lim yn = η. Then

(a) I-lim(xn · yn) = ξ · η,
(b) I-lim(xn + yn) = ξ + η.

Let t ∈ R and (xn)n∈N be a sequence of real numbers. Put

Mt = {n : xn > t}, M t = {n : xn < t}.

Definition 5. (see [9])

(a) If there is a t ∈ R such that Mt /∈ I, we put

I- lim supxn = sup{t ∈ R : Mt /∈ I}.

If Mt ∈ I for each t ∈ R, then I- lim supxn = −∞.
(b) If there is a t ∈ R such that M t /∈ I, we put

I- lim inf xn = inf{t ∈ R : M t /∈ I}.

If M t ∈ I for each t ∈ R, then I- lim inf xn = +∞.

Theorem 6. (see [9]) The inequality

I- lim inf xn ≤ I- lim supxn

holds for every sequence (xn)n∈N of real numbers.

Theorem 7. (see [9]) The sequence (xn)n∈N of real numbers is I-convergent if and only
if

I- lim inf xn = I- lim supxn.

If this equality holds, then

I-lim xn = I- lim inf xn = I- lim supxn.
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We use various types of convergences in the article. We also often use sequences of real
numbers with restrictions on their members. In order to keep the text comprehensible
we introduce following notations.

Let RN denote the set of all sequences of real numbers. Let x = (xn)n∈N. We put

S = {x ∈ RN : xn 6= 0, n ∈ N},

SI = {x : I-lim xn = 0, xn 6= 0, n ∈ N}
and

S+
I = {x ∈ SI : xn > 0, n ∈ N}, S−I = {x ∈ SI : xn < 0, n ∈ N}.

Note that SIf
, where If is the Fréchet ideal, contains only sequences convergent in the

usual sense.

2 I-derivative

Definition 8. Let I be an admissible ideal on the set N. A function f : R→ R has an
I-derivative d ∈ R at a point x0, i.e. I-f ′(x0) = d, if and only if

I-lim f(x0 + xn)− f(x0)
xn

= d (2.1)

holds for each sequence (xn)n∈N ∈ SI .
In [2, Theorem 1] it is showed that if a function f : R→ R is I-continuous at a point

x0, i.e.
I-lim xn = x0 ⇒ I-lim f(xn) = f(x0) (2.2)

holds for each sequence (xn)n∈N, then it is continuous at the point x0.

Proposition 9. Let a function f : R → R have an I-derivative d ∈ R at a point x0
where I is an admissible ideal on the set N. Then f is continuous at the point x0.

Proof. Let (xn)n∈N ∈ SI . Obviously

f(x0 + xn)− f(x0) = f(x0 + xn)− f(x0)
xn

· xn

holds for each n ∈ N. Thus

I-lim(f(x0 + xn)− f(x0)) = I-lim f(x0 + xn)− f(x0)
xn

· xn.

According to the assumption and Theorem 4 we have

I-lim f(x0 + xn) = f(x0)

what means that (2.2) holds for each sequence of real numbers and so f is continuous at
the point x0.

For f : R→ R and x0 ∈ R put

D+f(x0) = lim sup
h→0+

f(x0 + h)− f(x0)
h

,

D+f(x0) = lim inf
h→0+

f(x0 + h)− f(x0)
h

,
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D−f(x0) = lim sup
h→0−

f(x0 + h)− f(x0)
h

,

D−f(x0) = lim inf
h→0−

f(x0 + h)− f(x0)
h

.

The numbers D+f(x0), D+f(x0), D−f(x0), D−f(x0) are called Dini’s derivatives (see
e.g. [10, p. 27]) and it is well known that all Dini’s derivatives at the point x0 are equal
to d ∈ R if and only if f ′(x0) = d.

For each x ∈ S+
I we put

D+
x f(x0) = I- lim sup f(x0 + xn)− f(x0)

xn
,

Dx
+f(x0) = I- lim inf f(x0 + xn)− f(x0)

xn
,

and for each y ∈ S−I

D−y f(x0) = I- lim sup f(x0 + yn)− f(x0)
yn

,

Dy
−f(x0) = I- lim inf f(x0 + yn)− f(x0)

yn
.

Lemma 10. Let f : R → R and x0 ∈ R. Let (xn)n∈N be an arbitrary sequence of real
numbers such that I-lim xn = x0, xn 6= x0 for each n ∈ N where I is an admissible ideal
on the set N. Then

lim inf
x→x0

f(x) ≤ I- lim inf f(xn), (2.3)

I- lim sup f(xn) ≤ lim sup
x→x0

f(x). (2.4)

Proof. We will prove (2.3), the proof of (2.4) is quite similar.
Let λ > 0. Put Oλ = {f(x) : 0 < |x − x0| < λ}. Because (xn)n∈N is I-convergent,

the set {n : |xn − x0| ≥ λ} belongs to I what implies {n : f(xn) ∈ R \ Oλ} ∈ I.
Let s = inf Oλ. Case s = −∞ is trivial so suppose that s ∈ R. It is obvious that
{f(xn) : f(xn) < s} ⊂ R \ Oλ and so {n : f(xn) < s} belongs to I what implies
s /∈ {t ∈ R : {n : f(xn) < t} /∈ I}. From the arbitrariness of the choice of λ we have

sup
λ>0
{inf Oλ} ≤ inf{t ∈ R : {n : f(xn) < t} /∈ I}

and the statement holds.

Theorem 11. Let I be an admissible ideal on the set N. A function f : R → R has a
derivative d ∈ R at a point x0 if and only if I-f ′(x0) = d.

Proof. Let f ′(x0) = d. According to Theorem 6, Theorem 7 and Lemma 10 for each
x ∈ S+

I we have
D+f(x0) ≤ Dx

+f(x0) ≤ D+
x f(x0) ≤ D+f(x0)

and for each y ∈ S−I
D−f(x0) ≤ Dy

−f(x0) ≤ D−y f(x0) ≤ D−f(x0).



Acta Univ. M. Belii, ser. Math. 21 (2013), 63–70 67

Therefore (2.1) holds for each sequence from S+
I ∪S−I . It is sufficient to show, that (2.1)

holds for each z ∈ SI \ (S+
I ∪S−I ). By contradiction. Let there exists z ∈ SI \ (S+

I ∪S−I )
such that (2.1) does not hold. For η > 0 we put

Kη =
{
n : f(x0 + zn)− f(x0)

zn
/∈ B(d, η)

}
,

where B(d, η) is open ball with center d and radius η. There is η0 such that Kη0 /∈ I.
Hence at least one of sets

A = {n : n ∈ Kη0 , zn < 0}, B = {n : n ∈ Kη0 , zn > 0}

does not belong to I and it is infinite. Let it be the setB. Define the sequence s = (sn)n∈N
as follows. For n ∈ B put sn = zn and sn = 1

n if n ∈ N \ B. Obviously s ∈ S+
I ∪ S−I , a

contradiction. If the set A does not belong to I for n ∈ A we put sn = zn and sn = − 1
n

if n ∈ N \A.
Suppose now, that f does not have the derivative at the point x0. This implication

follows immediately from the fact, that if one of Dini’s derivatives is equal to s ∈ R,
there is a sequence (xn)n∈N convergent to x0 such that the sequence (yn)n∈N of numbers

yn = f(x0 + xn)− f(x0)
xn

converges to s or if s = +∞(−∞) there is a sequence (xn)n∈N convergent to x0 such that
the sequence (yn)n∈N is increasing (decreasing) with limit +∞(−∞). Hence for each
admissible ideal I the function f does not have I-derivative at the point x0.

In Definition 8 we have used the same ideal I for I-convergence in SI and in (2.1).
It is quite natural to ask what (if any) difference in our results will be reached by using
various ideals.

Definition 12. Let I1, I2 be admissible ideals on the set N. A function f : R→ R has
a (I1, I2)-derivative d ∈ R at a point x0, i.e. (I1, I2)-f ′(x0) = d, if and only if

I1-lim xn = 0⇒ I2-lim f(x0 + xn)− f(x0)
xn

= d (2.5)

holds for each sequence (xn)n∈N ∈ S.

Remark 13. Studying the proof of Theorem 11 we find that in case I1 ⊂ I2 we get
the same results for (I1, I2)-derivative as well. The difference is reached if I1 \ I2 6= ∅.
The following theorem says that in this case (I1, I2)-derivative is no longer only local
property of a real function at a point.

Theorem 14. Let I1, I2 be admissible ideals on the set N such that I1 \ I2 6= ∅. Then
a function f : R → R has a (I1, I2)-derivative d ∈ R at a point x0 if and only if f is a
linear function.

Proof. The case if f is a linear function is trivial.
Supposse that f is not linear and (I1, I2)-f ′(x0) = d. So there exists z ∈ R\{0} such

that
f(x0 + z)− f(x0)

z
= d′ 6= d. (2.6)
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Because I1, I2 are both admissible, there is an infinite set A ∈ I1 \ I2. Define sequence
(xn)n∈N as follows. If n ∈ A put xn = z else xn = 1

n . Obviously I1-lim xn = 0. Let
η > 0 be such that d′ /∈ B(d, η). Then

{
n : f(x0 + xn)− f(x0)

xn
/∈ B(d, η)

}
/∈ I2.

That is a contradiction because for the sequence (xn)n∈N the implication (2.5) does not
hold.

Simultaneously with I-convergence another closely related kind of convergence called
I∗-convergence was introduced and investigated in [1, 9, 3], later generalized as IK-
convergence in [11].

Let I be an ideal on a set S and X be a topological space. A function f : S → X is
said to be I-convergent to x ∈ X if

f−1(U) = {s ∈ S : f(s) ∈ U} ∈ F(I)

holds for each neighborhood of x.

Definition 15. (see [11]) Let I, K be ideals on a set S. Let X be a topological space
and x ∈ X. A function f : S → X is said to be IK-convergent to x if there exists a set
M ∈ F(I) such that the function g : S → X given by

g(s) =
{
f(s), if s ∈M
x, otherwise

is K-convergent to x.
Proposition 16. Let I be an arbitrary and K an admissible ideal on the set N. Let
(yn)n∈N ∈ RN, lim yn = x. Then a real sequence (xn)n∈N is IK-convergent to x if and
only if there is a set M ∈ F(I) such that the sequence (zn)n∈N, zn = xn for n ∈ M
otherwise zn = yn, is K-convergent to x.
Proof. Let (xn)n∈N be IK-convergent to x, η > 0. Let M be the corresponding set
belonging to F(I). Then U = {n : zn /∈ B(x, η) ∧ n ∈ M} belongs to K. The set
V = {n : zn /∈ B(x, η) ∧ n /∈ M} is always finite or empty and since K is admissible the
union U ∪ V belongs to K as well.

The converse implication can be proved using similar consideration.

In [11] it is showed that IK-convergence implies I-convergence if K ⊂ I. The con-
verse implication holds (assuming that X is a first countable topological space) if I has
additive property with respect to K, or more briefly that the condition AP (I,K) holds.
The condition AP (I,K) holds, if for every sequence of mutually disjoint sets (An)n∈N
belonging to I there is a sequence (Bn)n∈N of sets belonging to I such that An4Bn ∈ K
for n ∈ N and B =

⋃
n∈NBn ∈ I.

Definition 17. Let I, K be admissible ideals on the set N.
A function f : R → R has an IK-derivative d ∈ R at a point x0, i.e. IK-f ′(x0) = d, if
and only if

IK-lim xn = 0⇒ IK-lim f(x0 + xn)− f(xn)
xn

= d

holds for each sequence (xn)n∈N ∈ S.
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Theorem 18. Let I, K be admissible ideals on the set N and f : R→ R.

(a) If f ′(x0) = d, then IK-f ′(x0) = d.
(b) If I fulfils condition AP (I,K), K ⊂ I and IK-f ′(x0) = d, then f ′(x0) = d.

Proof. (a) Let (xn)n∈N ∈ SIK , (yn)n∈N ∈ SIf
. Thus there is a set M ∈ F(I) such that

the sequence (zn)n∈N, zn = xn if n ∈ M else zn = yn, is K-convergent to the point 0.
According to assumption, Proposition 16 and Theorem 11 we have

IK-lim f(x0 + xn)− f(xn)
xn

= d.

(b) Let (xn)n∈N ∈ SI . Because I fulfils condition AP (I,K) and K ⊂ I the implica-
tions

I-lim xn = 0⇒ IK-lim xn = 0,

IK-lim f(x0 + xn)− f(xn)
xn

= d⇒ I-lim f(x0 + xn)− f(xn)
xn

= d

hold. Therefore I-f ′(x0) = d what is equivalent (Theorem 11) with f ′(x0) = d.

According to Definition 12 we can introduce next definition.

Definition 19. Let I1, I2, K1, K2 be admissible ideals on the set N.
A function f : R → R has a (IK1

1 , IK2
2 )-derivative d ∈ R at a point x0, i.e. (IK1

1 , IK2
2 )-

f ′(x0) = d, if and only if

IK1
1 -lim xn = 0⇒ IK2

2 -lim f(x0 + xn)− f(xn)
xn

= d

holds for each sequence (xn)n∈N ∈ S.

Theorem 20. Let f : R→ R and I1, I2, K1, K2 be admissible ideals on the set N. Let
I1, I2 possess conditions AP (I1,K1), AP (I2,K2) and K1 ⊂ I1, K2 ⊂ I2.

(a) If I1 ⊂ I2 then (IK1
1 , IK2

2 )-f ′(x0) = d if and only if f ′(x0) = d.
(b) If I1 \ I2 6= ∅ then (IK1

1 , IK2
2 )-f ′(x0) = d if and only if f is a linear function.

Proof. According to assumption the following equivalences

I1-lim xn = 0⇔ IK1
1 -lim xn = 0,

I2-lim f(x0 + xn)− f(xn)
xn

= d⇔ IK2
2 -lim f(x0 + xn)− f(xn)

xn
= d

hold. The statement of Theorem 20 follows from Remark 13 and Theorem 14.
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Abstract
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1 Introduction

Let n be a nonnegative integer and X be a real vector space of dimension d ≥ n.
A real-valued function ‖·, . . . , ·‖ on Xn satisfying the following four properties:

N.1 ‖x1, . . . , xn‖ = 0 if and only if x1, . . . , xn are linearly dependent,

N.2 ‖x1, . . . , xn‖ is invariant under permutation,

N.3 ‖αx1, . . . , xn‖ = |α| ‖x1, . . . , xn‖ for any α ∈ R,

N.4 ‖x1 + x′1, x2, . . . , xn‖ ≤ ‖x1, x2, . . . , xn‖+ ‖x′1, x2, . . . , xn‖,
is called an n-norm on X, and the pair (X, ‖·, . . . , ·‖) is called an n-normed space.

In an n-normed space (X, ‖·, . . . , ·‖), one may observe that ‖x1, . . . , xn‖ ≥ 0 and

‖x1 + α2x2 + · · ·+ αnxn, x2, . . . , xn‖ = ‖x1, x2, . . . , xn‖ (1.1)

for every x1, . . . , xn ∈ X and α2, . . . , αn ∈ R.
∗corresponding author

Copyright c© 2013 Matej Bel University
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If (X, ‖ · ‖) is a normed space and X ′ is its dual (consisting of bounded linear func-
tionals on X), the following function defines an n-norm on X:

‖x1, . . . , xn‖G := sup
fi∈X′, ‖fi‖≤1

∣∣∣∣∣∣∣

f1(x1) · · · fn(x1)
... . . . ...

f1(xn) · · · fn(xn)

∣∣∣∣∣∣∣
. (1.2)

Note that the determinant on the right hand side may be negative for certain fi’s, but
in such a case we may replace one of the fi’s by its negative, so that the supremum of
these determinants is always nonnegative.

For another example, if (X, 〈·, ·〉) is an inner product space, we can define the standard
n-norm on X by

‖x1, . . . , xn‖S :=

∣∣∣∣∣∣∣

〈x1, x1〉 · · · 〈x1, xn〉)
... . . . ...

〈xn, x1〉 · · · 〈xn, xn〉

∣∣∣∣∣∣∣

1/2

. (1.3)

The determinant above is known as Gram’s determinant, whose value is always nonnega-
tive. Geometrically, the value of ‖x1, . . . , xn‖S represents the volume of the n-dimensional
parallelepiped spanned by x1, . . . , xn (see [5]).

The concept of n-normed spaces was initially introduced by Gähler [1, 2, 3, 4] in the
1960’s. Recent results and related topics may be found in [8, 9, 10, 7, 11].

In this paper, we shall be interested in studying bounded linear functionals on X,
using the n-norm as our main tool. We prove an analog of the Riesz-Fréchet Theorem
and show that the dual space X ′, consisting of all bounded linear functionals on X,
also forms an n-normed space. We shall present more results when X is the space of
p-summable sequences being equipped with an n-norm. In addition, some open problems
will be posed.

2 Bounded Linear Functionals

Let (X, ‖·, . . . , ·‖) be a real n-normed space and f : X → R be a linear functional on X.
We may define bounded linear functionals on X by using the n-norm in several ways as
follows.

2.1 Bounded linear functionals (of 1st index)
Fix a linearly independent set Y := {y1, . . . , yn} in X. We say that f is bounded with
respect to Y if and only if there exists K > 0 such that

|f(x)| ≤ K∑‖x, yi2 , . . . , yin‖ (2.1)

for all x ∈ X, where the sum is taken over {i2, . . . , in} ⊂ {1, . . . , n} with i2 < · · · < in.
[One might ask why we do not just take a linearly independent set {y2, . . . , yn} in X
and put |f(x)| ≤ K ‖x, y2, . . . , yn‖ for all x ∈ X. The drawback with this is that for
a nonzero vector x in the linear span of {y2, . . . , yn}, we have ‖x, y2, . . . , yn‖ = 0 while
f(x) 6= 0. This problem is overcome by taking a set of n linearly independent vectors
and form the sum as in (2.1). Indeed, one might observe that the sum is equal to 0 if
and only if x = 0.]

For simplicity, we shall say ‘bounded’ instead of ‘bounded with respect to Y ’. Clearly
the set X ′1 of all linear functionals which are bounded on X forms a vector space. Now,
for f ∈ X ′1, we define

‖f‖1 := inf{K > 0 : (2.1) holds}. (2.2)
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It is easy to see that
‖f‖1 = sup{|f(x)| :

∑‖x, yi2 , . . . , yin‖ ≤ 1}
Moreover, the formula (2.2) defines a norm on X ′1.

To give an example, we invoke the notion of n-inner product spaces [11]. Assume
that X is of dimension d ≥ n+ 1. A real-valued function 〈·, ·|·, . . . , ·〉 on Xn+1 satisfying
the following properties:
I.1 〈x1, x1|x2, . . . , xn〉 ≥ 0 and it is equal to 0 if and only if x1, . . . , xn are linearly

dependent,

I.2 〈xi1 , xi1 |xi2 , . . . , xin〉 = 〈x1, x1|x2, . . . , xn〉 for any permutation {i1, . . . , in} of {1, . . . , n},
I.3 〈x, y|x2, . . . , xn〉 = 〈y, x|x2, . . . , xn〉,
I.4 〈αx, y|x2, . . . , xn〉 = α〈x, y|x2, . . . , xn〉 for any α ∈ R,

I.5 〈x+ x′, y|x2, . . . , xn〉 = 〈x, y|x2, . . . , xn〉+ 〈x′, y|x2, . . . , xn〉,
is called an n-inner product on X, and the pair (X, 〈·, ·|·, . . . , ·〉) is called an n-inner
product space.

Note that if (X, 〈·, ·|·, . . . , ·〉) is an n-inner product space, then we can define an n-
norm ‖·, . . . , ·‖ on X by

‖x1, x2, . . . , xn‖ := 〈x1, x1|x2, . . . , xn〉1/2.

Here we have the Cauchy-Schwarz inequality:
|〈x, y|x2, . . . , xn〉| ≤ ‖x, x2, . . . , xn‖ ‖y, x2, . . . , xn‖.

Now we give an example of bounded linear functionals on X. Let (X, 〈·, ·|·, . . . , ·〉) be
an n-inner product space, and ‖·, . . . , ·‖ := 〈·, ·|·, . . . , ·〉1/2 be the induced n-norm on X.
With respect to the set Y = {y1, . . . , yn}, define f : X → R by

f(x) :=
∑〈x, yi1 |yi2 , . . . , yin〉, (2.3)

where the sum is taken over {i2, . . . , in} ⊂ {1, . . . , n} with i2 < · · · < in and i1 ∈
{1, . . . , n} \ {i2, . . . , in}. Clearly f is linear. Furthermore, we have:
Fact 1. The linear functional f defined by (2.3) is bounded with ‖f‖1 = ‖y1, . . . , yn‖.
Proof. We observe that for every x ∈ X, we have

|f(x)| ≤∑|〈x, yi1 |yi2 , . . . , yin〉|
≤∑‖x, yi2 , . . . , yin‖ ‖yi1 , yi2 , . . . , yin‖
= ‖y1, . . . , yn‖

∑‖x, yi2 , . . . , yin‖
where the sum is taken over {i2, . . . , in} ⊂ {1, . . . , n} with i2 < · · · < in. Thus f is
bounded with ‖f‖1 ≤ ‖y1, . . . , yn‖.

To show that ‖f‖1 = ‖y1, . . . , yn‖, just take x := ‖y1, . . . , yn‖−1y1. Then we see that∑ ‖x, yi2 , . . . , yin‖ = 1 and
|f(x)| = ‖y1, . . . , yn‖−1 f(y1)

= ‖y1, . . . , yn‖−1∑〈y1, yi1 |yi2 , . . . , yin〉
= ‖y1, . . . , yn‖−1 〈y1, y1|y2, . . . , yn〉
= ‖y1, . . . , yn‖−1 ‖y1, . . . , yn‖2

= ‖y1, . . . , yn‖.
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[Note that when i1 6= 1 and {i2, . . . , in} = {1, . . . , n} \ {i1}, we have

|〈y1, yi1 |yi2 , . . . , yin〉| ≤ ‖y1, yi2 , . . . , yin‖ ‖yi1 , yi2 , . . . , yin‖ = 0

because one of yi2 , . . . , yin must be equal to y1.]

2.2 Bounded linear functionals of p-th index
Fix a linearly independent set Y := {y1, . . . , yn} in X and 1 ≤ p ≤ ∞. We say that f is
bounded of p-th index (with respect to Y ) if and only if there exists K > 0 such that

|f(x)| ≤ K (
∑‖x, yi2 , . . . , yin‖p)1/p (2.4)

where the sum is taken over {i2, . . . , in} ⊂ {1, . . . , n} with i2 < · · · < in. [If p =∞, then
the sum is the maximum of all possible values of ‖x, yi2 , . . . , yin‖.]

As in the case where p = 1, the set X ′p of all linear functionals which are bounded of
p-index on X forms a vector space. Now, for f ∈ X ′p, we define

‖f‖p := inf{K > 0 : (2.4) holds}. (2.5)

One then has
‖f‖p = sup{|f(x)| :

∑‖x, yi2 , . . . , yin‖p ≤ 1}.
Moreover, the formula (2.5) defines a norm on X ′p.

Fact 2. The linear functional f defined by (2.3) is bounded of p-th index with ‖f‖p =
n1/p′ ‖y1, . . . , yn‖, where p′ is the dual exponent of p (that is, 1

p + 1
p′ = 1).

Proof. For every x ∈ X, it follows from Hölder’s inequality that

|f(x)| ≤∑‖x, yi2 , . . . , yin‖ ‖y1, . . . , yn‖ ≤ n1/p′ ‖y1, . . . , yn‖ (
∑‖x, yi2 , . . . , yin‖p)1/p

,

whence ‖f‖p ≤ n1/p′ ‖y1, . . . , yn‖.
To obtain the equality, take x := n−1/p‖y1, . . . , yn‖−1(y1 + · · · + yn). Then, using

(1.1), one may verify that
∑ ‖x, yi2 , . . . , yin‖p = 1. Moreover, we have

f(x) = n−1/p‖y1, . . . , yn‖−1∑〈y1 + · · ·+ yn, yi1 |yi2 , . . . , yin〉
= n−1/p‖y1, . . . , yn‖−1∑〈yi1 , yi1 |yi2 , . . . , yin〉
= n−1/p‖y1, . . . , yn‖−1 · n ‖y1, . . . , yn‖2

= n1/p′ ‖y1, . . . , yn‖.

This convinces us that ‖f‖p = n1/p′ ‖y1, . . . , yn‖.

The following theorem tells us that X ′1 and X ′p are identical as a set.

Theorem 3. Let f be a linear functional on X. If f is bounded of 1st index, then f is
bounded of p-th index; and vice versa. In other words, X ′1 = X ′p.

Proof. Suppose that f is bounded of p-index (with respect to Y = {y1, . . . , yn}). If x sat-
isfies

∑ ‖x, yi2 , . . . , yin‖ ≤ 1, then each term of the sum is less than 1, i.e., ‖x, yi2 , . . . , yin‖ ≤
1. Hence ‖x, yi2 , . . . , yin‖p ≤ ‖x, yi2 , . . . , yin‖, and so

∑‖x, yi2 , . . . , yin‖p ≤
∑ ‖x, yi2 , . . . , yin‖ ≤ 1.
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Consequently, |f(x)| ≤ ‖f‖p, and thus f is bounded of 1st index with ‖f‖1 ≤ ‖f‖p.
Conversely, suppose that f is bounded of 1st index. If x satisfies

∑ ‖x, yi2 , . . . , yin‖p
≤ 1, then

∑ ‖x, yi2 , . . . , yin‖ ≤ n1/p′ , where p′ is the dual exponent of p. Hence
∑‖ x

n1/p′ , yi2 , . . . , yin‖ ≤ 1,

and so
∣∣f
(

x
n1/p′

)∣∣ ≤ ‖f‖1 or |f(x)| ≤ n1/p′‖f‖1. We therefore conclude that f is bounded
of p-th index with ‖f‖p ≤ n1/p′‖f‖1.

Remark 4. Unless we need to specify the index explicitly, we may simply use the word
‘bounded’ instead of ‘bounded of p-th index’. We also denote by X ′ the set of all bounded
linear functionals on X and call it the dual space of X (with respect to Y ). Theorem 3
states further that, on X ′, the norms ‖ · ‖p are all equivalent to ‖ · ‖1, with

‖f‖1 ≤ ‖f‖p ≤ n1/p′ ‖f‖1,

for every f ∈ X ′.

2.3 Duality properties for p = 2
Let us now discuss another example of bounded linear functionals on the n-inner product
space X, using the linearly independent set Y = {y1, . . . , yn}. Let y 6= yi for i = 1, . . . , n.
Define fy : X → R by

fy(x) :=
∑〈x, y|yi2 , . . . , yin〉, (2.6)

where the sum is taken over {i2, . . . , in} ⊂ {1, . . . , n} with i2 < · · · < in. Then fy is
linear. Moreover, we have:

Fact 5. The linear functional fy defined by (2.6) is bounded of 2nd index with ‖fy‖2 =(∑ ‖y, yi2 , . . . , yin‖2)1/2.

Proof. For every x ∈ X, it follows from Cauchy-Schwarz inequalities that

|fy(x)| ≤∑|〈x, y|yi2 , . . . , yin〉|
≤∑‖x, yi2 , . . . , yin‖ ‖y, yi2 , . . . , yin‖
≤
(∑‖x, yi2 , . . . , yin‖2)1/2 (∑‖y, yi2 , . . . , yin‖2)1/2

,

whence ‖fy‖2 ≤
(∑ ‖y, yi2 , . . . , yin‖2)1/2.

Now, if we take x :=
(∑ ‖y, yi2 , . . . , yin‖2)−1/2

y, we get

fy(x) =
(∑‖y, yi2 , . . . , yin‖2)−1/2

fy(y)

=
(∑‖y, yi2 , . . . , yin‖2)−1/2∑〈y, y|yi2 , . . . , yin〉

=
(∑‖y, yi2 , . . . , yin‖2)−1/2∑‖y, yi2 , . . . , yin‖2

=
(∑‖y, yi2 , . . . , yin‖2)1/2

.

We must therefore have ‖fy‖2 =
(∑ ‖y, yi2 , . . . , yin‖2)1/2.

It is desirable to have an analog of the Riesz-Fréchet Theorem for linear functionals
which are bounded of 2nd index on an n-inner product space. For that, we import the
following theorem from [9].
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Theorem 6 ([9]). Let (X, 〈·, ·|·, . . . , ·〉) be an n-inner product space and ‖·, . . . , ·‖ =
〈·, ·|·, . . . , ·〉1/2 be the induced n-norm on X. With respect to the linearly independent set
Y = {y1, . . . , yn}, the mapping 〈·, ·〉 : X ×X → R given by

〈x, y〉 :=
∑〈x, y|yi2 , . . . , yin〉 (2.7)

defines an inner product on X, and its induced norm ‖ · ‖2 : X → R is given by

‖x‖2 :=
(∑‖x, yi2 , . . . , yin‖2)1/2

. (2.8)

Corollary 7. If (X, 〈·, ·|·, . . . , ·〉) is complete with respect to the norm ‖·‖2 in (2.8), then
for every linear functional f which is bounded of 2nd index on X there exists a unique
y ∈ X such that

f(x) = 〈x, y〉, x ∈ X,
where 〈·, ·〉 is the inner product in (2.7). Moreover, we have ‖y‖2 = ‖f‖2.

Theorem 8. Let (X, ‖·, . . . , ·‖) be an n-normed space, X ′ be the dual space of X (with
respect to Y ), and ‖ · ‖2 be the derived norm on X given by

‖x‖2 :=
(∑‖x, yi2 , . . . , yin‖2)1/2

.

Then, the function ‖·, . . . , ·‖′ : (X ′)n → R given by

‖f1, . . . , fn‖′ := sup
xi∈X, ‖xi‖2≤1

∣∣∣∣∣∣∣

f1(x1) . . . fn(x1)
... . . . ...

f1(xn) . . . fn(xn)

∣∣∣∣∣∣∣

defines an n-norm on X ′.

Proof. Similar to the proof of Fact 2 in [6].

3 Bounded Multilinear n-Functionals on `p

In this section, we shall focus on the space of p-summable sequences of real numbers,
denoted by `p = `pN(R), where 1 ≤ p <∞. Recall that a sequence u := {uk}∞k=1 (of real
numbers) belongs `p space if ‖u‖p := (

∑∞
k=1 |uk|p)

1/p
< ∞. It is known that the dual

space of `p is `p′ where 1
p + 1

p′ = 1.

3.1 Several n-norms on `p

Using the formula (1.2), `p may be equipped with the following n-norm:

‖x1, . . . , xn‖Gp := sup
yi∈`p′ , ‖yi‖p′≤1

∣∣∣∣∣∣∣

∑∞
k=1 x1ky1k · · · ∑∞

k=1 x1kynk
... . . . ...∑∞

k=1 xnky1k · · · ∑∞
k=1 xnkynk

∣∣∣∣∣∣∣
, (3.1)

where p′ denotes the dual exponent of p. But there is another formula of n-norm that
we can define on `p, namely

‖x1, . . . , xn‖Hp :=


 1
n!

∞∑

k1=1
· · ·

∞∑

kn=1

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

x1k1 · · · x1kn

... . . . ...
xnk1 · · · xnkn

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

p


1
p

, (3.2)
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where xi = {xik}∞k=1, i = 1, . . . , n. As shown in [12], the two n-norms are equivalent:

(n!)(1/p)−1‖x1, . . . , xn‖Hp ≤ ‖x1, . . . , xn‖Gp ≤ (n!)1/p‖x1, . . . , xn‖Hp .
On `2, both n-norms coincide with the standard n-norm given by (1.3) [6].

Next, one may observe that, by taking the sums and like terms out of the determinant
and knowing that there are n! possible ways to do so (see [7]), the determinant on the
right hand side of (3.1) can be rewritten as

1
n!

∞∑

k1=1
· · ·

∞∑

kn=1

∣∣∣∣∣∣∣

x1k1 · · · x1kn

... . . . ...
xnk1 · · · xnkn

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

y1k1 · · · y1kn

... . . . ...
ynk1 · · · ynkn

∣∣∣∣∣∣∣
.

By Hölder’s inequality, we find that this sum is dominated by

‖x1, . . . , xn‖Hp ‖y1, . . . , yn‖Hp′ .

This inspires us to define another n-norm on `p, namely

‖x1, . . . , xn‖Ip := sup
yi∈`p′ , ‖y1,...,yn‖H

p′≤1

∣∣∣∣∣∣∣

∑∞
k=1 x1ky1k · · · ∑∞

k=1 x1kynk
... . . . ...∑∞

k=1 xnky1k · · · ∑∞
k=1 xnkynk

∣∣∣∣∣∣∣
. (3.3)

Theorem 9. The three n-norms on `p, namely ‖·, . . . , ·‖Ip, ‖·, . . . , ·‖Hp , and ‖·, . . . , ·‖Gp ,
are equivalent.
Proof. By the observation above, we have ‖x1, . . . , xn‖Ip ≤ ‖x1, . . . , xn‖Hp . By Theorem
2.3 of [12], we have ‖x1, . . . , xn‖Hp ≤ (n!)1/p′‖x1, . . . , xn‖Gp . Now, using the inequality

‖y1, . . . , yn‖Hp′ ≤ (n!)1/p‖y1‖p′ · · · ‖yn‖p′

(see Fact 3.1 of [7]), we see that if ‖yi‖p′ ≤ 1 for i = 1, . . . , n, then ‖y1, . . . , yn‖Hp′ ≤
(n!)1/p. Hence we obtain

‖x1, . . . , xn‖Gp ≤ (n!)1/p‖x1, . . . , xn‖Ip.
The chain of these inequalities shows that the three n-norms are equivalent.

3.2 Multilinear n-functionals on `p

By a multilinear n-functional on a real vector space X we mean a mapping F : Xn → R
which is linear in each variable. A multilinear n-functional F is bounded on an n-normed
space (X, ‖·, . . . , ·‖) if and only if there exists K > 0 such that

|F (x1, . . . , xn)| ≤ K ‖x1, . . . , xn‖ (3.4)

for every x1, . . . , xn ∈ X. Note that for a bounded multilinear n-functional F on an
n-normed space (X, ‖·, . . . , ·‖), we have F (x1, . . . , xn) = 0 when x1, . . . , xn are linearly
dependent. Moreover, we have the following proposition.
Proposition 10. If F is a bounded multilinear n-functional on an n-normed space
(X, ‖·, . . . , ·‖), then F is antisymmetric, that is

F (x1, . . . , xn) = sgn(σ)F (xσ(1), . . . , xσ(n))

for any x1, . . . , xn ∈ X and any permutation σ of (1, . . . , n). [Here sgn(σ) = 1 if σ is an
even permutation and sgn(σ) = −1 if σ is an odd permutation.]
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Proof. We give the proof for the case where n = 2 and leave the other case to the reader.
Here, F is antisymmetric if and only if F (x1, x2) = −F (x2, x1) for every x1, x2 ∈ X. To
see this, we observe that

F (x1 + x2, x1 + x2) = F (x1, x1) + F (x1, x2) + F (x2, x1) + F (x2, x2).

But F (x, x) = 0 for every x ∈ X, and so we are done.

We note that the set X∗ of all bounded multilinear n-functionals on (X, ‖·, . . . , ·‖)
forms a vector space. Next, for a bounded multilinear n-functional F , we may define

‖F‖ := inf{K > 0 : (3.4) holds},

or equivalently
‖F‖ := sup{|F (x1, . . . , xn)| : ‖x1, . . . , xn‖ ≤ 1}.

This formula defines a norm on X∗.
We shall now discuss some multilinear n-functionals on `p (where 1 ≤ p < ∞). Let

Y := {y1, . . . , yn} in `p
′ , where p′ is the dual exponent of p. We define

FY (x1, . . . , xn) := 1
n!

∞∑

k1=1
· · ·

∞∑

kn=1

∣∣∣∣∣∣∣

x1k1 · · · x1kn

... . . . ...
xnk1 · · · xnkn

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

y1k1 · · · y1kn

... . . . ...
ynk1 · · · ynkn

∣∣∣∣∣∣∣
, (3.5)

for x1, . . . , xn ∈ `p. Clearly FY is linear in each variable. Further, we have

|FY (x1, . . . , xn)| ≤ ‖x1, . . . , xn‖Hp ‖y1, . . . , yn‖Hp′ ,

and so FY is bounded on (`p, ‖·, . . . , ·‖Hp ) with ‖FY ‖ ≤ ‖y1, . . . , yn‖Hp′ .
For p = 2, we have the following fact.

Fact 11 ([6]). Consider the n-normed space (`2, ‖·, . . . , ·‖H2 ). For fixed linearly indepen-
dent Y := {y1, . . . , yn} in `2, let FY be the multilinear n-functional defined as in (3.5).
Then FY is bounded on (`2, ‖·, . . . , ·‖H2 ) with

‖FY ‖ = ‖y1, . . . , yn‖H2 .

Proof. From the inequality

|FY (x1, . . . , xn)| ≤ ‖x1, . . . , xn‖H2 ‖y1, . . . , yn‖H2 ,

we see that FY is bounded with ‖FY ‖ ≤ ‖y1, . . . , yn‖H2 . Next, if we take

xi := yi
n
√
‖y1, . . . , yn‖H2

, i = 1, . . . , n,

then ‖x1, . . . , xn‖H2 = 1 and FY (x1, . . . , xn) = ‖y1, . . . , yn‖H2 . Hence we conclude that
‖FY ‖ = ‖y1, . . . , yn‖H2 .

Regarding the n-functional FY on (`p, ‖·, . . . , ·‖Hp ), we have an open problem.

Problem 1. Compute the exact norm of FY in (3.5), especially for p 6= 2.

Problem 2. Can every bounded multilinear n-functional on `p be identified by (y1, . . . , yn)
where yi ∈ `p

′
, i = 1, . . . , n?
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Note that the multilinear n-functional FY may be reformulated as

FY (x1, . . . , xn) =

∣∣∣∣∣∣∣

∑∞
k=1 x1ky1k · · · ∑∞

k=1 x1kynk
... . . . ...∑∞

k=1 xnky1k · · · ∑∞
k=1 xnkynk

∣∣∣∣∣∣∣
.

From this expression, we get the following result.
Fact 12. Let ek := (0, . . . , 0, 1, 0, . . . ) where the k-th term is the only term with value
1. Then, for k1, . . . , kn ∈ N, we have

FY (ek1 , . . . , ekn) =

∣∣∣∣∣∣∣

y1k1 · · · y1kn

... . . . ...
ynk1 · · · ynkn

∣∣∣∣∣∣∣
.

Accordingly, the multiindex sequence {FY (ek1 , . . . , ekn
)}k1,...,kn

is p′-summable, in the
sense that 


1
n!

∞∑

k1=1
· · ·

∞∑

kn=1

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

y1k1 · · · y1kn

... . . . ...
ynk1 · · · ynkn

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣

p′


1
p′

<∞.

Proof. The first part is straightforward, while the second part follows from the fact that
y1, . . . , yn ∈ `p

′ and that the sum is actually equal to ‖y1, . . . , yn‖Hp′ .

The following problem is still open.
Problem 3. Let F be a bounded multilinear n-functional on `p. Must the multiindex
sequence {F (ek1 , . . . , ekn)}k1,...,kn be p′-summable?

In general, the converse of Fact 11 holds, as follows. (We leave the proof to the
reader.)
Proposition 13. Let c := {ck1···kn

}k1,...,kn
be a multiindex sequence which is antisym-

metric and p′-summable. Then, the n-functional Fc given by

Fc(x1, . . . , xn) :=
∞∑

k1=1
· · ·

∞∑

kn=1
x1k1 · · ·xnknck1···kn , (3.6)

where xi := (xiki)∞ki=1 ∈ `p (i = 1, . . . , n), is linear in each variable, and is bounded on
(`p, ‖·, . . . , ·‖Hp ) with

‖Fc‖ ≤
[

1
n!

∞∑

k1=1
· · ·

∞∑

kn=1
|ck1···kn |p

′

]1/p′

.

Remark 14. Similar to Problem 1, we do not know the exact norm of the n-functional
Fc in (3.6)
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