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Abstract
For a univariate real polynomial without zero coefficients, Descartes’ rule of signs (completed by an
observation of Fourier) says that its numbers pos of positive and neg of negative roots (counted with
multiplicity) are majorized respectively by the numbers c and p of sign changes and sign preservations in
the sequence of its coefficients, and that the differences c−pos and p−neg are even numbers. For degree 5
polynomials, it has been proved by A. Albouy and Y. Fu that there exist no such polynomials having three
distinct positive and no negative roots and whose signs of the coefficients are (+,+,−,+,−,−) (or having
three distinct negative and no positive roots and whose signs of the coefficients are (+,−,−,−,−,+)).
For degree 5 and when the leading coefficient is positive, these are all cases of numbers of positive and
negative roots (all distinct) and signs of the coefficients which are compatible with Descartes’ rule of
signs, but for which there exist no such polynomials. We explain this non-existence and the existence in
all other cases with d = 5 by means of pictures showing the discriminant set of the family of polynomials
x5 + x4 + ax3 + bx2 + cx+ d together with the coordinate axes.
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1 Introduction

Consider a univariate real polynomial P (x) :=
∑d
j=0 ajx

j , ad 6= 0, with c sign changes in
the sequence of its coefficients. The classical Descartes’ rule of signs says that the number
pos of its positive roots is not larger than c, see [10]. Fourier (see [8]) has observed also
that if roots are counted with multiplicity, then the number c−pos is even. In the present
paper we consider polynomials with all coefficients nonzero. In this case if one considers
the polynomial P (−x) and applies Descartes’ rule to it, one finds that for the number neg
of negative roots of P , (counted with multiplicity) one obtains neg ≤ p, where p is the
number of sign preservations in the sequence of coefficients (hence c+ p = d); moreover,
the number p−neg is even. Descartes’ rule of signs gives only necessary conditions about
the possible values of the numbers pos and neg when the numbers c and p are known.
To explain what sufficient conditions means we need the following definition:

Copyright © 2020 Matej Bel University
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Definition 1. For a given degree d, a sign pattern (SP) is a sequence of d+ 1 signs (+
or −). We assume the first of them to be a +, because without loss of generality we
consider only monic polynomials. Given the degree d and a SP, we denote by c and p
the numbers of sign changes and sign preservations in the SP and we call the pair (c, p)
Descartes’ pair. Any pair (pos, neg) satisfying the conditions

pos ≤ c , c− pos ∈ 2Z , neg ≤ p , p− neg ∈ 2Z (1.1)
is called admissible pair (AP) for the given SP. In particular, the Descartes’ pair is an
AP. A given couple (SP, AP) is realizable if there exists a monic degree d polynomial the
signs of whose coefficients define the given SP and which has exactly pos positive and
exactly neg negative roots, all of them simple.

To give sufficient conditions in the context of Descartes’ rule of signs means to give
the answer to the following realization problem:

Problem 2. For a given degree d, which couples (SP, AP) are realizable and which are
not?

The answer to this problem is known for d ≤ 8. For d ≤ 3, all couples (SP, AP) are
realizable. For d = 4, the answer to it is due to D. Grabiner, see [9], for d = 5 and 6 it
is due to A. Albouy and Y. Fu, see [1], and for d = 7 and 8, it was given by J. Forsgård,
V. P. Kostov and B. Z. Shapiro, see [6], [7] and [12].

Remark 3. In order to reduce the number of couples (SP, AP) to be considered one
can use the following Z2 × Z2-action. Its first generator g1 changes a given polynomial
P (x) to (−1)dP (−x) thereby changing every second sign of the SP and replacing the
AP (pos, neg) by the AP (neg, pos). The second generator g2 changes P (x) to PR(x) :=
xdP (1/x)/P (0) which means reading the SP backward and preserving the AP (the roots
of the reverted polynomial PR are the reciprocals of the roots of P ). The generators g1
and g2 are commuting involutions. Given a couple (SP, AP) (denoted by λ), the couples
λ and g1(λ) are always different, because the second signs of their SPs are different, but
one might have g2(λ) = λ or g1g2(λ) = λ.

Thus orbits of the Z2 × Z2-action consist of 4 or 2 couples (SP, AP). E.g. for d = 2,
one has the orbit ((+,−,−), (1, 1)), ((+,+,−), (1, 1)) of length 2; for d = 3, the orbit

((+,+,+,−) , (1, 2)) , ((+,−,+,+) , (2, 1)) ,

((+,−,−,−) , (1, 2)) , ((+,+,−,+) , (2, 1))

is of length 4. It is clear that all 4 or 2 couples (SP, AP) of a given orbit are simultaneously
(non)realizable.

In each of the cases d = 4 and d = 5 there is exactly one example of non-realizability of
a couple (SP, AP) modulo the Z2 × Z2-action, namely

( (+,+,−,+,+) , (2, 0) ) and ( (+,+,−,+,−,−) , (3, 0) ) , (1.2)
see [9] and [1] respectively. For each of these two couples (SP, AP) one has g2(λ) = λ,
see Remark 3, so they define orbits of length 2. For d = 6, 7 and 8, there are respectively
4, 6 and 19 non-realizable cases modulo the Z2 × Z2-action, see [1], [6], [7] and [12].

Proposition 4. For d = 5, there are 22 realizable and no non-realizable orbits of the
Z2 × Z2-action of length 4 and 13 realizable and one non-realizable orbits of length 2.
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The proposition is proved in Section 3 after Remarks 14.
In [13] the discriminant set of the family of polynomials x4 + x3 + ax2 + bx + c is

represented (i.e. the set of values of the triple (a, b, c) for which the polynomial has a
multiple real root) and thus the non-realizability of the first of the two cases (1.2) is
explained geometrically. In the present paper we give such an explanation for the non-
realizability of the second of these cases and of the realizability of all other cases with
d = 5. One can assume that the first two signs of the SP are (+,+). Recall that ad = 1.
The change P (x) 7→ P (ad−1x)/add−1 transforms P (x) into xd + xd−1 + · · · , i.e. one can
normalize the first two coefficients. So we consider the 4-parameter family of polynomials

P (x, a, b, c, d) := x5 + x4 + ax3 + bx2 + cx+ d , (1.3)

with a, b, c, d ∈ R. We denote by ∆ the discriminant set

∆ := { (a, b, c, d) ∈ R4 | Res(P, ∂P/∂x, x) = 0 } , (1.4)

where Res(P, ∂P/∂x, x) is the resultant of the polynomials P and ∂P/∂x when considered
as polynomials in x, i.e. the determinant of the corresponding Sylvester matrix. A
polynomial of the family P has a multiple real root exactly when (a, b, c, d) ∈ ∆. Our
aim is to explain by means of pictures of the set ∆ why the second of the cases (1.2)
is not realizable. These pictures are given in Section 3. In Section 2 we remind some
properties of the set ∆ and we explain the notation used in the pictures.

2 Properties of the discriminant set

The set ∆ partitions R4 \ ∆ into three open domains, in which a polynomial of the
family P has 5, 3 or 1 simple real roots and hence 0, 1 or 2 conjugate pairs respectively
(for properties of discriminants see [2]). In the figures these domains are indicated by
the letters h, t and s respectively. We remind that polynomials of the domain h (i.e.
with all roots real) are called hyperbolic; the set of values of the parameters (a, b, c, d)
for which the polynomial P is hyperbolic is called the hyperbolicity domain of the family
(1.3). The domain h, contrary to the domains t and s, is not present in all figures, and
when it is present, it is bounded; it is a curvilinear quadrigon or triangle, see part (2) of
Remarks 12. The set ∆ and the coordinate hyperplanes together partition the set

R4 \ { ∆ ∪ { a = 0 } ∪ { b = 0 } ∪ { c = 0 } ∪ { d = 0 } } (2.1)

into open domains in each of which both the number of real roots and the signs of
the coefficients of the polynomial P remain the same, see the first paragraph of the
Introduction; in fact, the real roots are distinct and nonzero hence the number of positive
and negative roots is the same in each of the domains. The non-realizability of the second
of the cases (1.2) is explained by the absence of the corresponding domain.

Remark 5. It would be interesting to (dis)prove that each of the open domains of the set
(2.1) is contractible and that to each realizable case (SP, AP) there corresponds exactly
one of these domains.

Remark 6. For d = 6, 7 and 8, the following neighbouring property holds true (the
property can be checked directly using the results of [1], [6], [7] and [12]): For each two
non-realizable orbits C0, C∗ of the Z2 × Z2-action one can find a finite string of such
orbits C1, C2, . . ., Cs = C∗ such that for each two of the orbits Ci and Ci+1 of this string
there exist couples (SP, AP) C0

i ∈ Ci, C0
i+1 ∈ Ci+1, such that either the SPs of C0

i and
C0
i+1 differ only by one sign and their APs are the same, or their SPs and one of the
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components of their APs are the same while the other components of the APs differ by
±2.

Example: for d = 6, the non-realizable cases are the ones of the orbits of the following
couples (SP, AP), see [1]:

( (+,+,−,+,−,−,+) , (4, 0) ) , ( (+,+,−,+,−,+,+) , (2, 0) )
( (+,+,−,+,−,+,+) , (4, 0) ) and ( (+,+,−,+,+,+,+) , (2, 0) ) .

It is clear that they are neighbouring.
If the couples C0

i and C0
i+1 were realizable, then they would correspond to two domains

of the set (2.1) separated by a hypersurface, either by ∆ or by one of the coordinate
hyperplanes.

For d = 9, the neighbouring property does not hold true. Indeed, there exists a
single non-realizable case (modulo the Z2 ×Z2-action) with both components of the AP
nonzero, this is the couple C] := ((+,−,−,−,−,+,+,+,+,−), (1, 6)), see [3]. There
exist non-realizable cases in which one of the components of the AP equals 0, see [4].
However there are no non-realizable couples in which the AP equals (1, 8), (1, 4), (3, 6),
(8, 1), (4, 1) or (6, 3). Hence if C0 is an orbit of a couple (SP, AP) with one of the
components of the AP equal to 0 and C∗ is the orbit of the couple C], then one cannot
construct the string of orbits Ci.

The set ∆ is stratified. Its strata are defined by the multiplicity vectors of the real
roots of the polynomials of the family P (in the case of two conjugate pairs, we do not
specify whether these pairs are distinct or not). The notation which we use for the strata
should be clear from the following example:

Example 7. There is a single stratum T5 corresponding to a polynomial with a five-fold
real root. This polynomial is

(x+ 1/5)5 = x5 + x4 + 2x3/5 + 2x2/25 + x/125 + 1/3125 (2.2)

and the stratum T5 is of dimension 0 in R4 (we remind that the coefficients of x5 and x4

are both 1). The strata T4,1, T3,2, T2,3 and T1,4 are of dimension 1 in R4; they correspond
to polynomials of the form (x − x1)m(x − x2)5−m, where x1 < x2 and m = 4, 3, 2 and
1 respectively; hence mx1 + (5 − m)x2 = −1. The stratum T3 is of dimension 2 and
corresponds to polynomials (x− x1)3(x2 + ux+ v), where u2 < 4v.

Remark 8.

(1) The dimension of a stratum is equal to the number of distinct roots (real or complex)
minus 1; we subtract 1, because the sum of all roots equals (−1). Thus T4,1, T3,2,
T2,3 and T1,4 are the only strata of dimension 1. As d = 5, i.e. as d is odd, there
is always at least one real root, so a stratum corresponding to polynomials having
at least one conjugate pair (hence to polynomials having ≥ 3 distinct roots) is of
dimension ≥ 2. This is the case of the stratum T3.

(2) The tangent space at any point of any stratum of dimension 1, 2 or 3 is transversal
to the space Obcd, Ocd or Od respectively. This follows from [11, Theorem 2].

In Fig. 1 and Fig. 2 we show the projections in the (a, b)-plane of the strata T5, T4,1,
T3,2, T2,3 and T1,4. The union of the projections of the three strata T4,1, T5 and T1,4
(resp. T3,2, T5 and T2,3) is an algebraic curve drawn by a solid (resp. dashed) line and
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having a cusp at the projection of T5; the coordinates of the projection of T5 are (2/5,
2/25), see (2.2). When following a vertical line (i.e. parallel to the b-axis) from below
to above, the projections of the strata are intersected in the following order: T4,1, T3,2,
T2,3, T1,4. These projections and the a- and b-axes define 15 open zones in R2 (the space
Oab), denoted by A, B, . . ., M , N and P .

The SPs which we use begin with (+,+). In the right upper corner of Fig. 1 the
notation σ = (+,+,+,+, σ̃) means that when one chooses the values of the variables
(a, b) from the first quadrant, then this defines the SP σ, in which σ̃ stands for the
couple of signs of the variables (c, d) (and similarly for the other three corners of Fig. 1).
Recall that in the plane, the four open quadrants correspond to the following couples of
signs of the two coordinates:

I : (+,+), II : (−,+), III : (−,−) and IV : (+,−) .

Notation 9. Further in the text, we use the following notation: σi,j means that the
signs of the variables (a, b) correspond to the ith and the ones of the variables (c, d) to
the jth quadrant. Thus the SPs (+,+,−,+,+,−) and (+,+,+,+,−,−) are denoted by
σ2,4 and σ1,3 respectively.

We explain now the meaning of the pictures. In Fig. 1, 2, 3 and 4 we represent the
plane (a, b); the a-axis is horizontal and the b-axis is vertical. In the rest of the figures
we represent the plane (c, d); the c-axis is horizontal and the d-axis is vertical. We fix
a value (a0, b0) of the couple (a, b) from one of the domains A, . . ., N , P , and we draw
the set ∆] := ∆|(a,b)=(a0,b0). The figures thus obtained resemble the ones given in [15]
in relationship with the butterfly catastrophe. Indeed, in the definition of the latter one
uses a degree 5 monic polynomial family S with vanishing coefficient of x4. The family
P (x, a, b, c, d), see (1.3), is obtained from S via the shift x 7→ x+1/5 which means making
an upper-triangular affine transformation in the space of coefficients. The convexity of
the curves shown in the figures results from the following theorem of I. Méguerditchian,
see [14, Proposition 1.3.3], which is a generalization of a result of B. Chevallier, see [5].

Theorem 10. Locally the discriminant set ∆ at a point, where it is smooth, belongs
entirely to one of the two half-spaces defined by its tangent hyperplane, namely, the one,
where the polynomial P has two more real roots.

We use also another result of [14]:

Lemma 11 (Lemma about the product). Suppose that P1, . . ., Ps are monic poly-
nomials, where for i 6= j, the polynomials Pi and Pj have no root in common. Set
P := P1 · · ·Ps. Then there exist open neighbourhoods Uk of Pk and U of P such that for
Qk ∈ Uk, the mapping

U1 × · · · × Us → U , (Q1, . . . , Qs) 7→ Q1 · · ·Qs
is a diffeomorphism.

Remark 12.

(1) From Lemma 11 one can deduce what local singularities of the sets ∆] can be en-
countered. At a point (a, b, c, d) for which the polynomial P̃ := P (x, a, b, c, d) has
one double and one or three simple roots the set ∆] is smooth. Indeed, according to
Lemma 11 in this case the set ∆] is locally diffeomorphic to the cartesian product of
the discriminant set of the family x2 +ux+ v, u, v ∈ R (which is the curve u2 = 4v),
and R2.
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At a point where P̃ has a triple real root and 2 or 0 simple real roots, the set ∆]

is diffeomorphic to the cartesian product of a semi-cubic parabola (i.e. a cusp) and
R2. Indeed, the discriminant set of the family of polynomials S1 := x3 + ux+ v, u,
v ∈ R, is the curve 27v2 +4u3 = 0. The family S2 := x3 +wx2 +u∗x+v∗ is obtained
from S1 via the shift x 7→ x+w/3; here u∗ = u+w2/3 and v∗ = v+ uw/3 +w3/27.
In the figures cusp points are denoted by κ, λ and µ.
At a point where P̃ has one simple and two double roots, the set ∆] is locally
diffeomorphic to the cartesian product of two transversally intersecting smooth curves
and R2, see Lemma 11. In the figures, such points are denoted by φ, ψ or θ.
At a point where P̃ has a triple and a double real roots, the set ∆] is locally diffeo-
morphic to a cartesian product of R2 and the union of a semi-cubic parabola and a
smooth arc passing through the cusp point and transversal to the geometric tangent
at the cusp point. Such points belong to the strata T2,3 and T3,2. We do not show
such sets ∆] in the pictures.
Finally, if P̃ has a quadruple and a simple real roots (such points belong to the strata
T1,4 and T4,1), then locally the set ∆] is diffeomorphic to the cartesian product of a
swallowtail and R. For a picture of a swallowtail see [15].
In the figures the letters α and ω denote the "infinite branches" of the sets ∆].
There are no vertical tangent lines at any point of any of the sets ∆], see part (2) of
Remarks 8.

(2) In the figures the hyperbolicity domain (denoted by h) is represented by the following
curvilinear triangles or quadrigons:
λµφ Figures 6 (right), 8 (left), 16 and 17 (right) ;
λθψφ Figures 7 (left), 9 (left), 15 and 18 (left) ;
λθκ Figures 11, 14, 19 (left) .

How the set ∆ looks like near the origin is justified by the following lemma:

Lemma 13. In the space of the parameters (a, b, c, d), a point with c = d = 0 belongs to
the discriminant set ∆. If b 6= 0 = c = d, then the set ∆ is tangent to the hyperplane
d = 0. For b > 0 and b < 0 the set belongs locally to the half-plane d ≥ 0 and d ≤ 0
respectively.

Proof. For c = d = 0, the number 0 is a double root of P which proves the first claim
of the lemma. For b 6= 0 = c = d, the polynomial P is locally representable in the form
(x+ ε)2(g+hx+ux2 +x3),where g 6= 0. Hence c = 2εg+ ε2h and d = gε2, i.e. the set ∆
is locally defined by an equation of the form d = c2/4g + o(c2) which proves the second
claim. For b > 0 and b < 0 one has g > 0 and g < 0 respectively which proves the last
statement of the lemma.

3 Pictures representing the discriminant set

In Figures 5-20 we show the set ∆] for values of (a, b) from the different zones shown in
Figures 1 and 2. After each figure we indicate which cases are realizable in the domains h,
t and s, see Notation 9. Whenever a figure consists of two pictures, the one on the right
is a detailed picture close to the origin. Under each of Fig. 5-20 we indicate the cases
which are realizable in the different parts of the plane (c, d) delimited by the coordinate
axes and the corresponding set ∆]. E.g. when after Fig. 4 under "domain t" we write
"5 , 9 σ2,1 (2,1) , (0,3)", this means that in the two parts of the domain t in the first
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quadrant the cases (σ2,1,(2,1)) and (σ2,1, (0,3)) are realizable. The numbers 5 and 9 are
numbers of different cases. These numbers are attributed in the order of appearance of
the cases. When one and the same case appears in different zones, then it bears the same
number. There are two figures corresponding to zone E, see the lines following Fig. 9.

Remark 14.

(1) The following six rules hold true. They allow to define by continuity the case (SP,
AP) which is realizable in any domain of the (c, d)-plane for (a, b) fixed.
i) When the c-axis is crossed at a point not belonging to the set ∆] and different
from the origin, then exactly one real root changes sign. When a hyperplane a = 0,
b = 0 or c = 0 is crossed, then only the corresponding sign in the SP changes.
ii) In all pictures, in the part of the domain s which is above the c-axis, the only real
root of the polynomial P is negative. Indeed, for a, b and c fixed and d > 0 large
enough, the polynomial P has only one real root which is simple and negative.
iii) At a cusp point belonging to the closure of the domain t (but not h) the triple
root of P has the same sign as the single real root in the adjacent s-domain.
iv) Suppose that a point follows the arc of the set ∆] which passes through the point
(0, 0) in the plane (c, d). Then when the point passes from the first into the second
quadrant or vice versa, a double real root of P changes sign.
v) The AP corresponding to a point of the set (2.1) and belonging to the domain h
is the Descartes’ pair which is defined by the SP. This allows, for each of the Figures
5-20 containing the domain h, to find the cases realizable in each of the parts of the
domain h.
vi) At a self-intersection point φ or ψ one of the open sectors defined by the two
intersecting arcs of ∆] belongs to the domain s and its opposite sector belongs to the
domain h. The other two sectors (denoted here by S1 and S2) belong to the domain
t. When a point moves from φ or ψ into S1, then one of the two double roots of P
gives birth to a complex conjugate pair of roots. When a point moves from φ or ψ
into S2, then the other one of the two double roots of P gives birth to such a pair.
This follows from Lemma 11.

(2) To the possible Descartes’ pairs of the SPs beginning with (+,+), i.e. to (0, 5), (1, 4),
(2, 3), (3, 2) and (4, 1), there correspond 3, 3, 4, 4 and 3 possible APs respectively. E.
g. to the Descartes’ pair (2, 3) there correspond the possible APs (2, 3), (0, 3), (2, 1)
and (0, 1). This means that for the four quadrants in the plane (a, b) one obtains
the following numbers of a priori possible couples (SP, AP) (we list also the zones of
each quadrant in Fig. 1-2 and the possible couples (SP, Descartes’ pair) for the given
quadrant):

I : 13 L,M,N, P (σ1,1, (0, 5)), (σ1,2, (2, 3)), (σ1,3, (1, 4)), (σ1,4, (1, 4)) ,

II : 15 A,B,C (σ2,1, (2, 3)), (σ2,2, (4, 1)), (σ2,3, (3, 2)), (σ2,4, (3, 2)) ,

III : 15 D,E, F,G (σ3,1, (2, 3)), (σ3,2, (2, 3)), (σ3,3, (1, 4)), (σ3,4, (3, 2)) ,

IV : 15 H, I, J,K (σ4,1, (2, 3)), (σ4,2, (2, 3)), (σ4,3, (1, 4)), (σ4,4, (3, 2)) .

The non-realizable couple (the second of couples (1.2)) corresponds to quadrant II.
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(3) In Fig. 3-4 we show the projections in the plane (a, b) of the strata T5 and Ti,j ,
1 ≤ i, j ≤ 4, i + j = 5, (see Fig. 1-2), and of the set M of values of (a, b) for
which the set ∆] has a self-intersection at c = d = 0. This is the set for which the
polynomial x3 + x2 + ax+ b has a multiple root. It is drawn by a dotted line. It
(a) has a cusp point (1/3, 1/27) situated on the projection of the stratum T3,2;
(b) is tangent to the projection of T2,3 at (a, b) = (1/4, 0);
(c) is tangent to the projection of T1,4 at (a, b) = (0, 0);
(d) intersects the projection of T3,2 and T2,3 at (a, b) =

(−8− 4
√

10)/15, (−152(2 +
√

10) + 52)/675) = (−1.37 . . . ,−1.39 . . .) and

(−8 + 4
√

10)/15, (−152(2−
√

10) + 52)/675) = (0.30 . . . , 0.03 . . .)

respectively;
(e) has no point in common with the projection of the stratum T4,1.
At these points the polynomial P and the set ∆] have respectively
(a) P : a triple negative root and a double root at 0, ∆]: a cusp point at c = d = 0
with a non-horizontal tangent line at it and a smooth arc with a horizontal tangent
line at c = d = 0;
(b) P : a double negative root and a triple root at 0, ∆]: a cusp at c = d = 0 with a
horizontal tangent line at it and a smooth arc with a non-horizontal tangent line at
c = d = 0;
(c) P : a negative a simple root and a quadruple root at 0, ∆]: a 4/3-singularity with
a horizontal tangent line at c = d = 0;
(d) at T3,2: P : a simple positive, a double negative and a double 0 root, ∆]: two
transversally intersecting arcs at (0; 0) one of which with a horizontal tangent line; at
T2,3: P : a simple and a double negative and a double 0 root, ∆]: two transversally
intersecting arcs at (0; 0) one of which with a horizontal tangent line.
We do not include the setM in the partition of the plane (a, b) into zones in order to
keep the number of figures to be drawn reasonably low. Some changes of the relative
position of the cusps of the set ∆] and the coordinate axes c and d as the values of
a and b change are commented between the figures.

(4) Two SPs, one corresponding to the third and one to the fourth quadrant in the
(a, b)-plane, begin by (+,+,−,−) and (+,+,+,−) respectively. Hence if their last
two signs are the same, then they contain one and the same number of sign changes
and sign preservations. This means that one and the same APs correspond to them.
Therefore the two couples (SP, AP), (σ3,j , (k1, k2)) and (σ4,j , (k1, k2)), are simulta-
neously realizable.

Proof of Proposition 4. We use Notation 9 and the definition of the generators g1 and g2
of the Z2×Z2-action, see Remark 3. We consider only SPs beginning with (+,+) which
means that we deal with halves of orbits (the other halves are with SPs beginning with
(+,−), see Remark 3). We consider the action of g1 and g2 not only on couples (SP,
AP), but also just on SPs. Thus

g2(σ2,1) = σ4,1 and g2(σ1,3) = σ3,3 . (3.1)
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The Descartes’ pair corresponding to σ2,1 (resp. σ1,3) equals (2, 3) (resp. (1, 4)), see
part (2) of Remarks 14. We denote by ρ any of the APs, so ρ = (2, 3), (0, 3), (2, 1)
or (0, 1) (resp. ρ = (1, 4), (1, 2) or (1, 0)). Thus ((σ2,1, ρ), (σ4,1, ρ)) (resp. ((σ1,3, ρ),
(σ3,3, ρ))) are half-orbits; the other halves are of the form (g1((σ2,1, ρ)), g1((σ4,1, ρ)))
(resp. (g1((σ1,3, ρ)), g1((σ3,3, ρ)))), see Remark 3. Thus we have described 4 + 3 = 7
orbits of length 4. Next, one has

g1g2(σ1,2) = σ4,4 , g1g2(σ2,2) = σ1,4 , g1g2(σ3,2) = σ2,4 and g1g2(σ4,2) = σ3,4 . (3.2)

The half-orbits in the case of σ1,2 are of the form ((σ1,2, ρ), (σ4,4, ρ
R)), where ρR is

obtained from ρ by exchanging the two components, similarly for the other cases in (3.2).
Thus one obtains 4 + 3 + 4 + 4 = 15 more orbits of length 4, see part (2) of Remarks 14.

Finally, one obtains

g2(σ1,1) = σ1,1 , g2(σ2,3) = σ2,3 , g2(σ3,1) = σ3,1 and g2(σ4,3) = σ4,3 , (3.3)

so by analogy with the SPs involved in (3.1) one obtains half-orbits of length 1 hence
orbits of length 2. Their quantity is 3 + 4 + 4 + 3 = 14. One of them is the only non-
realizable orbit, see the second couple in (1.2). There remains to notice that each possible
SP σi,j participates in exactly one of the equalities (3.1), (3.2) and (3.3), and to remind
that the generators g1 and g2 are commuting involutions. Hence we have described all
orbits of the Z2 × Z2-action.

Figure 1. The projection of the discriminant locus of P to the plane of the parameters (a, b).



12 Hassen Cheriha, Yousra Gati, Vladimir Petrov Kostov

Figure 2. Picture of the projection in the plane (a, b) of the discriminant locus of P with an
enlarged portion near the cusp point.

Figure 3. The projections in the plane (a, b) of the strata T5 and Ti,j , 1 ≤ i, j ≤ 4, i + j = 5,
and of the setM.

Figure 4. The projections in the plane (a, b) of the strata T5 and Ti,j , 1 ≤ i, j ≤ 4, i + j = 5,
and of the setM (with enlarged portion near the cusp points).
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Figure 5. Zone A: The set ∆] for a = −2 and b = 3.

domain s domain t

1 σ2,1 (0,1) 5 σ2,1 (0,3)
2 σ2,2 (0,1) 6 σ2,2 (2,1)
3 σ2,3 (1,0) 7 σ2,3 (1,2)
4 σ2,4 (1,0) 8 σ2,4 (1,2)

Cases 2 and 6 are realizable in the open second quadrant, above and below the set ∆]

respectively; cases 3 and 7 in the open third quadrant, below and above ∆] respectively;
cases 4 and 8 in the open fourth quadrant, below and above ∆] respectively. Cases 1
and 5 occupy the open first quadrant minus the set ∆], case 5 the curvilinear triangle
and case 1 the rest of the quadrant.

Figure 6. Zone B: The set ∆] for a = −2 and b = 0.5.

domain s domain t domain h

1 σ2,1 (0,1) 5 , 9 σ2,1 (0,3) , (2,1) 10 σ2,1 (2,3)
2 σ2,2 (0,1) 6 σ2,2 (2,1) 11 σ2,2 (4,1)
3 σ2,3 (1,0) 7 σ2,3 (1,2) 12 σ2,3 (3,2)
4 σ2,4 (1,0) 8 σ2,4 (1,2) 13 σ2,4 (3,2)
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The infinite branch ω intersects the negative d-half-axis.

Figure 7. Zone C: The set ∆] for a = −16 and b = 0.1.

domain s domain t domain h

1 σ2,1 (0,1) 5 , 9 σ2,1 (0,3) , (2,1) 10 σ2,1 (2,3)
2 σ2,2 (0,1) 6 σ2,2 (2,1) 11 σ2,2 (4,1)
3 σ2,3 (1,0) 7 σ2,3 (1,2) 12 σ2,3 (3,2)
4 σ2,4 (1,0) 8 , 14 σ2,4 (1,2) , (3,0) 13 σ2,4 (3,2)

In Fig. 7, the infinite branch ω intersects the negative d-half-axis. The intersection of
the domain t with the fourth quadrant consists of three curvilinear triangles. In the one
which borders the third quadrant the AP is (1, 2) (as in the intersection of the domain t
with the third quadrant), in the one which belongs entirely to the interior of the fourth
quadrant it is (3, 0) and in the one which borders the first quadrant it is again (1, 2).

Figure 8. Zone D: The set ∆] for a = −2 and b = −0.5.
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domain s domain t domain h

15 σ3,1 (0,1) 19 , 20 σ3,1 (0,3) , (2,1) 24 σ3,1 (2,3)
16 σ3,2 (0,1) 21 σ3,2 (2,1) 25 σ3,2 (2,3)
17 σ3,3 (1,0) 22 σ3,3 (1,2) 26 σ3,3 (1,4)
18 σ3,4 (1,0) 23 σ3,4 (1,2) 27 σ3,4 (3,2)

Figure 9. Zone E: The set ∆] for a = −2 and b = −1.

domain s domain t domain h

15 σ3,1 (0,1) 19 , 20 σ3,1 (0,3) , (2,1) 24 σ3,1 (2,3)
16 σ3,2 (0,1) 21 σ3,2 (2,1) 25 σ3,2 (2,3)
17 σ3,3 (1,0) 22 σ3,3 (1,2) 26 σ3,3 (1,4)
18 σ3,4 (1,0) 23 , 28 σ3,4 (1,2) , (3,0) 27 σ3,4 (3,2)

In Fig. 9 the self-intersection point φ is to the right while in Fig. 10 it is to the left
of the d-axis. This is why case 29 is present only in the second of these figures. In Fig. 9
there are two domains corresponding to case 23. If one compares Fig. 9 with Fig. 8 one
sees that for a = −2, as b increases from −1 to −0.5, the two domains of case 23 fuse in
one single domain.

Figure 10. Zone E: The set ∆] for a = −0.014 and b = −0.15.
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domain s domain t domain h

15 σ3,1 (0,1) 19 , 20 σ3,1 (0,3) , (2,1) 24 σ3,1 (2,3)
16 σ3,2 (0,1) 21 , 29 σ3,2 (2,1) , (0,3) 25 σ3,2 (2,3)
17 σ3,3 (1,0) 22 σ3,3 (1,2) 26 σ3,3 (1,4)
18 σ3,4 (1,0) 23 , 28 σ3,4 (1,2) , (3,0) 27 σ3,4 (3,2)

Figure 11. Zone F: The set ∆] for a = −2 and b = −2.5.

domain s domain t domain h

15 σ3,1 (0,1) 20 σ3,1 (2,1)
16 σ3,2 (0,1) 21 σ3,2 (2,1) 25 σ3,2 (2,3)
17 σ3,3 (1,0) 22 σ3,3 (1,2) 26 σ3,3 (1,4)
18 σ3,4 (1,0) 28 σ3,4 (3,0)

The intersection of the domain t with the second quadrant consists of two parts. In
both of them one and the same case is realizable.

Figure 12. Zone G: The set ∆] for a = −2 and b = −4.
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domain s domain t

15 σ3,1 (0,1) 20 σ3,1 (2,1)
16 σ3,2 (0,1) 21 σ3,2 (2,1)
17 σ3,3 (1,0) 22 σ3,3 (1,2)
18 σ3,4 (1,0) 28 σ3,4 (3,0)

When comparing Fig. 11 and Fig. 12 it becomes clear that for a = −2 and for some
b = b∗ ∈ (−4,−2.5), in the corresponding picture of the set ∆], the domain h intersects
only the third, but not the second quadrant.

Figure 13. Zone H: The set ∆] for a = 1 and b = −1.

domain s domain t

30 σ4,1 (0,1) 34 σ4,1 (2,1)
31 σ4,2 (0,1) 35 σ4,2 (2,1)
32 σ4,3 (1,0) 36 σ4,3 (1,2)
33 σ4,4 (1,0) 37 σ4,4 (3,0)

Figure 14. Zone I: The set ∆] for a = 0.05 and b = −0.2.
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domain s domain t domain h

30 σ4,1 (0,1) 34 σ4,1 (2,1)
31 σ4,2 (0,1) 35 σ4,2 (2,1)
32 σ4,3 (1,0) 36 σ4,3 (1,2) 38 σ4,3 (1,4)
33 σ4,4 (1,0) 37 σ4,4 (3,0)

Figure 15. Zone J: The set ∆] for a = 0.05 and b = −0.12.

domain s domain t domain h

30 σ4,1 (0,1) 34 , 39 σ4,1 (2,1) , (0,3) 41 σ4,1 (2,3)
31 σ4,2 (0,1) 35 , 40 σ4,2 (2,1) , (0,3) 42 σ4,2 (2,3)
32 σ4,3 (1,0) 36 σ4,3 (1,2) 38 σ4,3 (1,4)
33 σ4,4 (1,0) 37 σ4,4 (3,0)

By comparing Figures 14 and 15 it becomes clear that for a = 0.05 and for some
b = b[ ∈ (−0.2,−0.12), the domain h intersects the second and the third, but not the
first quadrant.

Figure 16. Zone K: The set ∆] for a = 0.05 and b = −0.09.
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domain s domain t domain h

30 σ4,1 (0,1) 39 σ4,1 (0,3) 41 σ4,1 (2,3)
31 σ4,2 (0,1) 35 , 40 σ4,2 (2,1) , (0,3) 42 σ4,2 (2,3)
32 σ4,3 (1,0) 36 σ4,3 (1,2) 38 σ4,3 (1,4)
33 σ4,4 (1,0) 43 σ4,4 (1,2) 44 σ4,4 (3,2)

Figure 17. Zone L: The set ∆] for a = 0.22 and b = 0.01.

domain s domain t domain h

45 σ1,1 (0,1) 49 σ1,1 (0,3) 54 σ1,1 (0,5)
46 σ1,2 (0,1) 50 , 51 σ1,2 (0,3) , (2,1) 55 σ1,2 (2,3)
47 σ1,3 (1,0) 52 σ1,3 (1,2) 56 σ1,3 (1,4)
48 σ1,4 (1,0) 53 σ1,4 (1,2) 57 σ1,4 (1,4)

Figure 18. Zone M: The set ∆] for a = 0.28 and b = 0.01.
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domain s domain t domain h

45 σ1,1 (0,1) 49 σ1,1 (0,3)
46 σ1,2 (0,1) 50 , 51 σ1,2 (0,3) , (2,1) 55 σ1,2 (2,3)
47 σ1,3 (1,0) 52 σ1,3 (1,2) 56 σ1,3 (1,4)
48 σ1,4 (1,0) 53 σ1,4 (1,2)

Figure 19. Zone N: The set ∆] for a = 0.295 and b = 0.01.

domain s domain t domain h

45 σ1,1 (0,1) 49 σ1,1 (0,3)
46 σ1,2 (0,1) 51 σ1,2 (2,1)
47 σ1,3 (1,0) 52 σ1,3 (1,2) 56 σ1,3 (1,4)
48 σ1,4 (1,0) 53 σ1,4 (1,2)

When comparing Figures 18 and 19 it becomes clear that for b = 0.01, there exist
two values 0.28 < a† < a\ < 0.295 of a such that for a = a†, the cusp κ is in the second
quadrant, but still above the arc µα (so the self-intersection points φ and ψ exist), and
for a = a\, the cusp point κ is in the second quadrant and under the arc µα.

Figure 20. Zone P: The set ∆] for a = 1 and b = 1.
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domain s domain t

45 σ1,1 (0,1) 49 σ1,1 (0,3)
46 σ1,2 (0,1) 51 σ1,2 (2,1)
47 σ1,3 (1,0) 52 σ1,3 (1,2)
48 σ1,4 (1,0) 53 σ1,4 (1,2)
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Abstract
In the present work, the generalized Chebyshev polynomials are used as basis functions in a collocation
scheme to solve a class of fractional differential equations along with boundary conditions arising in
science, engineering, and mathematical physics. By means of the collocation points and the matrix
operations, the proposed scheme transforms the fractional boundary value problems (FBVPs) into a
matrix equation, and this matrix equation corresponds to a set of linear algebraic equations consist of
polynomial coefficients. An error estimation based on the residual function is performed to show the
accuracy of the results. Hence, an improvement of the approximate solutions are obtained based upon
this error estimation. Illustrative examples are given to demonstrate the validity and applicability of the
method. Comparisons between the numerical results of the proposed method with existing results are
done in order to show that the new method is efficient.
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1 Introduction

In the present work, a new simple but accurate collocation algorithm based on Chebyshev
polynomials is developed to obtain an approximate solution of the following fractional
differential equation [1]

Y 2pxq `Dpγq‹ Y pxq “ fpxq, 0 ď x ď 1, (1.1)

supplemented with the boundary conditions

Y p0q “ β0, Y p1q “ β1, (1.2)

with given β0, β1 as real constants. Here, the function fpxq is assumed to be continuous
on r0, 1s and Dpγq‹ the standard Caputo fractional derivative operator and n´1 ă γ ă n,
n P N. The discussion about the existence and uniqueness of the solution of fractional
two-point boundary value problems can be found in [2], [36], [23], [32], [35]. The fractional
order boundary value problems appear in the description of many physical stochastic-
transport processes and in the inspection of liquid filtration which arises in a strongly
porous’s medium [33], see also the monographs of Kilbas et al. [17] and the references
therein.

Copyright © 2020 Matej Bel University
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Although, the appearance of the fractional calculus as well as the fractional differential
equations (FDEs) are as old as the classical calculus, but they have recently proved to be
powerful and valuable in the modeling of many phenomena in various fields of science and
engineering [21, 26, 17]. To model many real world problems, it has turned out the use
of the fractional-order derivatives are more adequate than the integer-order ones. That
is due to the fact that the fractional derivatives and integrals enable the description of
the memory properties of various materials and processes [26]. Therefore, one needs to
extend the concept of the ordinary differentiation as well as the integration to an arbitrary
non-integer order. However, most of the resulting FDEs do not have an exact analytical
solution, so the approximative and numerical techniques are preffered in identifying the
solutions behaviour of such fractional equations. Numerous analytical and numerical
methods have been developed to solve the FDEs. Among others, we mention some
schemes such as the fractional linear multistep method [18], the adomian decomposition
method [29, 16], the variational iteration method [19], the generalized Taylor method [20],
the spline techniqes [35, 1], the Adams-type predictor-corrector method [6], the spectral
collocation approach [8, 9, 11, 14, 12], the local discontinuous Galerkin method [10, 13,
15], and the sinc-Galerkin method [28], to name but a few.

The following approximative and numerical schemes have been proposed for the model
problem (1.1)-(1.2) and closely related problems, to the best of our knowledge. These in-
clude the quadratic spline method [35], exponential spline technique [1], and sinc-Galerkin
scheme [28]. Recently, considerable attention has been given to the establishment of tech-
niques to solve the fractional differential equations using the orthogonal functions. The
main characteristic of this technique is that it reduces the solution of the differential
equations to the solution of a system of algebraic equations. Historically this approach
was originated from the use of Fourier [25], Walsh [5] and block-pulse functions [27] and
was later extended to other classical orthogonal polynomials such as Chebyshev, Legen-
dre, Hermite, and Laguerre polynomials [31]. In most of the presented works, the use of
the numerical techniques in conjunction with the operational matrices in differentiation
and integration operators of some orthogonal polynomials, to solve the fractional differ-
ential equations on finite and infinite intervals, produced highly accurate solutions for
such equations, see [3] for a recent review.

In this work, we are aiming to propose an approximation algorithm as an extension
of the above mentioned papers. Our approach is based on the generalized fractional
order of the Chebyshev orthogonal functions of the first kind to get an approximative
solution of (1.1) accurately on the interval r0, 1s. The main idea of the proposed technique
based on using these (orthogonal) functions along with the collocation points is that, it
converts the differential or integral operator involved in (1.1) (1.2) to an algebraic form,
thus greatly reduces the computational effort.

The content of this work is organized as follows. In the next section 2, some pre-
liminary definitions of the fractional calculus and the relevant properties are introduced.
Hence, we define the Chebyshev polynomials of fractional order and their properties.
Section 3 is devoted to the presentation of the proposed collocation scheme applied to
the fractional boundary value problems. Section 4 is devoted to the error analysis tech-
nique based on the residual function for the present method. Improving the Chebyshev
collocation method is then introduced with the aid of the residual error function. In
Section 5, we perform some experiments to illustrate the high accuracy and efficiency of
the scheme. Finally, Section 5 provides a conclusion.
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2 Basic definitions

In this section, first, some definitions and fundamental facts of the fractional calculus
are given. Hence, some basic definitions of (generalized) Chebyshev polynomials and
theorems, which are useful for our subsequent sections have been introduced.

2.1 Fractional calculus
Definition 1. Assuming that gpxq is n-times continuously differentiable, the fractional
derivative Dpγq‹ of gpxq of order γ ą 0 in the Caputo’s sense is defined as

Dpγq‹ gpxq “
#
In´γgpnqpxq if n´ 1 ă γ ă n,

gpnqpxq, if γ “ n, n P N, (2.1)

where
Iγgpxq “ 1

Γpγq
ż x

0

gpsq
px´ sq1´γ ds, x ą 0.

The properties of the operator Dpγq‹ can be found in [26]. We make use of the followings

Dpγq‹ pCq “ 0 pC is a constantq, (2.2)

Dpγq‹ xβ “
$
&
%

Γpβ ` 1q
Γpβ ` 1´ γqx

β´γ , for β P N0 and β ě rγs, or β R N0 and β ą tγu,

0, for β P N0 and β ă rγs.
(2.3)

2.2 Chebyshev functions
The Chebyshev polynomials play an outstanding role in classical as well as modern
numerical computation [7]. It is known that the classical Chebyshev polynomials (of
the first kind) are defined on r´1, 1s. Starting with T0ptq “ 1 and T1ptq “ t, these
polynomials satisfy the following recurrence relation

Tn`1ptq “ 2t Tnptq ´ Tn´1ptq, n “ 1, 2, . . . .

By introducing the change of variable, x “ 1 ´ 2p tL qα, α ą 0, L ą 0, one obtains the
shifted version of the polynomials defined on r0, Ls will be denoted as T α

n pxq “ Tnptq.
This transformation was introduced in [24]. The explicit analytical form of T α

n pxq of
degree pnαq is given for n “ 0, 1, . . .

T α
n pxq “

nÿ

k“0
tn,k x

αk, tn,k “ p´1qk n 22k pn` k ´ 1q!
pn´ kq!Lαk p2kq! , k “ 0, 1, . . . , n, (2.4)

with t0,k “ 1 for all k “ 0, 1, . . . , n. It is proved in [24] that the set of the fractional
polynomial functions tT α

0 , T α
1 , . . .u is orthogonal on r0, Ls with respect to the weight

function, wL,αpxq “ xα{2´1?
Lα´xα ; i.e.

ż L

0
T α
n pxq T α

mpxqwL,αpxqdx “
π

2αdnδmn, n,m ě 0.

Here, δmn is the Kronecker delta function, d0 “ 2 while dn “ 1 for n ě 1. These
polynomials also satisfy the following properties

T α
n p0q “ 1, T α

n pLq “ p´1qn.
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2.2.1 Approximation of functions
Any square integrable function upxq in p0, Lq, may be expanded in terms of shifted
Chebyshev polynomials as

upxq “
8ÿ

0
an T α

n pxq,

where the unknown coefficients an are obtained through the orthogonality properties of
the shifted Chebyshev polynomials as follows

an “ 2α
πdn

ż L

0
upxq T α

n pxqwL,αpxqdx, n “ 0, 1, . . . .

However, in practice, one needs to deal with only the first pN`1q-terms shifted Chebyshev
polynomials to find an approximate solution of model (1.1) expressed as

uN,αpxq “
Nÿ

n“0
an T α

n pxq, 0 ď x ď L, (2.5)

where the unknown coefficients an, n “ 0, 1, . . . , N are sought. To proceed, we write
T α
n pxq, n “ 0, 1, . . . , N in the matrix form as follows

Tαpxq “ BαpxqD, (2.6)

where
Tαpxq “ rT α

0 pxq T α
1 pxq . . . T α

N pxqs ,
Bαpxq “

“
1 xα x2α . . . xNα

‰
,

and the upper triangular pN ` 1q ˆ pN ` 1q matrix D takes the form

D “

»
———————–

1 1 1 1 . . . 1 1
0 t1,1 t2,1 t3,1 . . . tN´1,1 tN,1
0 0 t2,2 t3,2 . . . tN´1,2 tN,2
...

... . . . . . . . . . ...
...

0 0 0 . . . 0 tN´1,N´1 tN,N´1
0 0 0 . . . 0 0 tN,N

fi
ffiffiffiffiffiffiffifl
.

By means of (2.6) one can write the relation (2.5) in the matrix form

uN,αpxq “ TαpxqA “ BαpxqDA, (2.7)

where the vector of unknown is defined as

A “ ra0 a1 . . . aN st.
We conclude the discussion about the shifted Chebyshev polynomials by considering
their convergence result. The following theorem states that the approximation solution
uN,αpxq is convergent to upxq exponentially, if one increases the number of basis functions
N [24].

Theorem 2. Assuming that Dpkαq‹ upxq P Cr0, Ls for k “ 0, 1, . . . , N and let

CTαN “ SpanxT α
0 pxq, T α

1 pxq, . . . , T α
N´1pxqy.
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If uN,α “ Tα A is the best approximation to u from CTαN , then the error bound is presented
as follows:

}upxq ´ uN,αpxq}w ď LNαMα

2N ΓpNα` 1q
´ π

αN !

¯1{2
,

where Mα ě |DpNαq‹ upxq|, x P r0, Ls.
Ultimately, to obtain a solution in the form (2.5) for the problem (1.1) on the interval

0 ă x ď L, we use the spectral collocation points as the roots of the generalized fractional
order of the Chebyshev functions. According to [24], the following points are used

xk “ L
´1´ tk

2

¯ 1
α

, k “ 0, 1, . . . , N, (2.8)

where tk “ cos
` 2k`1
N`1

π
2
˘
are the zeros of the usual Chebyshev polynomials of degree N`1

on p´1, 1q.
3 Chebyshev-collocation method

Now, suppose the approximation of the solution Y pxq of the linear BVPs (1.1) in terms
of pN`1q-terms Chebyshev polynomials series denoted by YN,αpxq on the interval r0, Ls.
As previously stated, in the vector form one may write

Y pxq « YN,αpxq “ BαpxqDA. (3.1)

By inserting the collocation points (2.8) into (3.1), we get a system of matrix equations
in the form

YN,αpxkq “ BαpxkqDA, k “ 0, 1, . . . , N.
These equations can be expressed in the following compact representation

YYY “ BBB DA, YYY “

»
———–

YN,αpx0q
YN,αpx1q

...
YN,αpxN q

fi
ffiffiffifl , BBB “

»
———–

Bαpx0q
Bαpx1q

...
BαpxN q

fi
ffiffiffifl . (3.2)

To proceed, we take the fractional derivative of order γ from both sides of (3.1) to
get

Dpγq‹ YN,αpxq “ Dpγq‹ BαpxqDA. (3.3)

The computation of Dpγq‹ Bαpxq can be easily obtained via the property (2.2) and (2.3)
as follows

Bpγqα pxq “ Dpγq‹ Bαpxq “ r0 Dpγq‹ xα . . . Dpγq‹ xαN s.
To obtain a system of matrix equations for the fractional derivative, we substitute the
collocation points (2.8) into (3.3) to get

Dpγq‹ YN,αpxkq “ Bpγqα pxkqDA, k “ 0, 1 . . . , N,

which can also be expressed in the matrix form

YYY pγq “ BBBpγq DA, YYY pγq “

»
————–

Dpγq‹ YN,αpx0q
Dpγq‹ YN,αpx1q

...
Dpγq‹ YN,αpxN q

fi
ffiffiffiffifl
, BBBpγq “

»
————–

Bpγqα px0q
Bpγqα px1q

...
Bpγqα pxN q

fi
ffiffiffiffifl
. (3.4)
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Our next goal is to find a relationship between YN,αpxq and its second derivative.
To this end, it suffices to compute d2

dx2 Bαpxq. Evidently, the calculation of integer-
order derivatives of Bαpxq strictly depends on the values of α and N . These tasks are
also obtainable through the properties (2.2)-(2.3) using integer values of γ “ 1, 2. For
instance, by choosing α “ 1{2 and N “ 7 we get

B 1
2
pxq “

”
1 x1{2 x x3{2 x2 x5{2 x3 x7{2

ı
.

Differentiation two times with respect to x reveals that

d

dx
B 1

2
pxq “

„
0 0 1 3

2 x
1{2 2x 5

2x
3{2 3x2 7

2x
5{2


,

d2

dx2B 1
2
pxq “

„
0 0 0 0 2 15

4 x1{2 6x 35
4 x3{2


.

Now, by defining
:Bαpxq :“ d2

dx2Bαpxq,
and using the relation (3.1) one obtains that

Y 2N,αpxq “ :BαpxqDA. (3.5)

If we place the collocation points (2.8) into (3.5), we arrive at the following matrix
expression

:YYY “ :BBB DA, :YYY “

»
———–

Y 2N,αpx0q
Y 2N,αpx1q

...
Y 2N,αpxN q

fi
ffiffiffifl ,

:BBB “

»
———–

:Bαpx0q
:Bαpx1q

...
:BαpxN q

fi
ffiffiffifl . (3.6)

Now, we are in place to calculate the Chebyshev solutions of (1.1). The collocation
procedure is based on computing these polynomial coefficients by the aid of collocation
points defined in (2.8). This can be done by inserting the collocation points into the
fractional BVPs to get the system

Y 2pxkq `Dpγq‹ Y pxkq “ fpxkq, k “ 0, 1, . . . , N.

In the matrix form we may write the above equations as

:YYY ` YYY pγq “ FFF , (3.7)

where the right-hand side vector FFF of size pN ` 1q ˆ 1 takes the form

FFF “

»
———–

fpx0q
fpx1q

...
fpxN q

fi
ffiffiffifl .

Substituting the relations (3.4) and (3.6) into (3.7), the fundamental matrix equation is
obtained

WWW A “ FFF , (3.8)
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where
WWW :“

´
:BBB `BBBpγq

¯
D.

Obviously, (3.8) is a linear matrix equation with an, n “ 0, 1, . . . , N , being the unknown
Chebyshev coefficients to be sought.

We are left with the task of entering the boundary conditions (1.2) into the former
matrix equation. To take into account the first condition Y p0q “ β0, we tend x Ñ 0
in (3.1) to get the following matrix representation

xWWW 0 A “ β0, xWWW 0 :“ Bαp0qD “ r1 1 . . . 1s.
Similarly, for the second condition Y p1q “ β1 we obtain the matrix expression

xWWW 1 A “ β1, xWWW 1 :“ Bαp1qD “ rŵ1,0 ŵ1,1 . . . ŵ1,N s.
Consequently, by replacing the first and last rows of the augmented matrix rWWW ;FFF s

by the row matrices rxWWW 0;β0s and rxWWW 0;β1s we arrive at the new augmented system

”
xWWW ; pFFF

ı
“

»
———————–

1 1 1 1 . . . 1 ; β0
w1,0 w1,1 w1,2 w1,3 . . . w1,N ; fpx1q
w2,0 w2,1 w2,2 w2,3 . . . w2,N ; fpx2q
...

...
... . . . ...

... ;
...

wN´1,0 wN´1,1 wN´1,2 wN´1,3 . . . wN´1,N ; fpxN´1q
ŵ1,0 ŵ1,1 ŵ1,2 ŵ1,3 . . . ŵ1,N ; β1

fi
ffiffiffiffiffiffiffifl
.

(3.9)
Thus, the unknown Chebyshev coefficients in (3.1) will be calculated via solving this
linear system of equations. This task can be easily performed by means of the linear
solvers.

4 Error estimation based on residual functions and improvement of solutions

In this section, the error estimation based on the residual function is introduced for the
method and thus the approximate solution (1.1) is corrected by the residual correction
technique. This technique were previously used in [22, 4, 30] and recently in [34]. This
error estimation is useful, in particular, when the exact solution of the boundary value
problems is not yet known and requires some tools to measure the accuracy of the pro-
posed collocation scheme. Briefly speaking, our goal is to construct an approximate
solution based on the already calculated Chebyshev solution YN,αpxq in the form

YN,M,αpxq “ YN,αpxq ` ČEN,M,αpxq, (4.1)

where ČEN,M,αpxq is the Chebyshev solution of the error problem obtained using the
residual error function as described below. Here, the positive constant M is selected
such that M ą N .

To continue, let us define the residual function for the present method as

RN,αpxq :“ LrYN,αspxq ´ fpxq “ Y 2N,αpxq `Dpγq‹ YN,αpxq ´ fpxq. (4.2)

Clearly, the approximate solution YN,αpxq is satisfied the following problem

LrYN,αspxq “ fpxq `RN,αpxq, YN,αp0q “ β0, YN,αp1q “ β1. (4.3)
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Assuming that the function Y pxq is the exact solution of (1.1), we define the error
function EN,αpxq as

EN,αpxq “ Y pxq ´ YN,αpxq. (4.4)
Putting (4.4) into (1.1) and (1.2) while exploiting (4.2)-(4.3), we arrive at the error
differential equation with the homogeneous boundary conditions

E2N,αpxq `Dpγq‹ EN,αpxq “ ´RN,αpxq, EN,αp0q “ 0, EN,αp1q “ 0. (4.5)

Now, we solve the error differential equation (4.5) by means of the Chebyshev-collocation
scheme, already described in the last section, to get the approximation

ČEN,M,αpxq “
Mÿ

m“0
em T α

mpxq, (4.6)

for the error function EN,αpxq for M ą N . Once the approximate solution ČEN,M,αpxq is
obtained, the corrected solution YN,M,αpxq defined in (4.1) will be known. Moreover, we
also compute the error function as well as the residual error function for the corrected
approximate solution as

EN,M,αpxq “ Y pxq ´ YN,M,αpxq, (4.7a)
RN,M,αpxq “ Y 2N,M,αpxq `Dpγq‹ YN,M,αpxq ´ fpxq, (4.7b)

for the purpose of comparison.

5 Illustrative Examples

In this section, to describe the efficiency and accuracy of the proposed Chebshev collo-
cation method, some numerical examples are given and the comparisons are made with
the results of the other methods. All numerical computations have been done using
MATLAB R2017a.

Example 3. As the first example, we consider the linear fractional boundary value
problem (1.1) with

fpxq “ 2` 2
Γp3´ γqx

2´γ ´ 1
Γp2´ γqx

1´γ , 0 ă γ ď 1,

and β0 “ β1 “ 0. This problem with γ “ 1{2 is considered in [28]. It can be easily
verified that the exact solution of this FBVPs is Y pxq “ x2 ´ x for any 0 ă γ ď 1.

In all examples below, we take L “ 1. By employing N “ 2, we are looking for an
approximate solution in the form Y2,αpxq “ ř2

n“0 anT α
n pxq. To this end, we calculate

the unknown coefficients a0, a1, and a2. For this example we set α “ 1 and therefore the
following spectral collocation points are used

!
x0 “ 195

2911 , x1 “ 1
2 , x3 “ 2716

2911

)
.

Using γ “ 1{2, the corresponding matrices and vectors in the fundamental matrix equa-
tion (3.8) become

DT “
»
–

1 0 0
1 ´2 0
1 ´8 8

fi
fl , BBBp1{2q “

»
–

0 481{1647 92{3527
0 679{851 1383{2600
0 1418{1301 1162{857

fi
fl , :BBB “

»
–

0 0 2
0 0 2
0 0 2

fi
fl ,
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FFF “
»
–

4590{2647
4590{2647
5998{2647

fi
fl ,

”
xWWW ; pFFF

ı
“
»
–

1 1 1 ; 0
0 ´1358{851 9017{650 ; 4590{2647
1 ´1 1 ; 0

fi
fl .

Solving the system corresponding to
”
xWWW ; pFFF

ı
, the coefficients matrix is found as

A “ r´1{8 0 1{8st.
Hence, inserting the determined coefficients into Y2,1pxq we get the approximate solution

Y2,1pxq “
“
1 1´ 2x 8x2 ´ 8x` 1

‰
A “ x2 ´ x,

which is the desired exact solution. The numerical solutions, which are obtained using the
Chebyshev-collocation scheme, at some points x P r0, 1s for Example (3), are presented in
Table 1. The corresponding exact solutions along with the absolute errors and the results
obtained via residual error functions (4.2) are further reported in this table. In addition,
in order to justify our results, the solutions are also compared with the numerical solutions
computed using the sinc-Galerkin method (SGM). Obviously, our numerical solutions are
in excellent agreement with the exact solutions compared to the SGM.

Table 1. The comparison of the numerical solutions and the absolute/residual errors in Exam-
ple 3 for γ “ 1{2, α “ 1, and N “ 2 for various x P r0, 1s.

x Exact Chebyshev |E2,1pxq| |R2,1pxq| SGM Absolute Errors

0.0 0.0 0.0 0.0 1.28ˆ 10´16 0.0 0
0.1 ´0.09 ´0.09 5.76ˆ 10´18 1.08ˆ 10´16 ´0.0899988 1.15ˆ 10´6

0.2 ´0.16 ´0.16 1.02ˆ 10´17 1.04ˆ 10´16 ´0.159998 1.50ˆ 10´6

0.3 ´0.21 ´0.21 1.34ˆ 10´17 1.04ˆ 10´16 ´0.209998 1.85ˆ 10´6

0.4 ´0.24 ´0.24 1.54ˆ 10´17 1.07ˆ 10´16 ´0.239999 1.43ˆ 10´6

0.5 ´0.25 ´0.25 1.60ˆ 10´17 1.11ˆ 10´16 ´0.249999 1.04ˆ 10´6

0.6 ´0.24 ´0.24 1.54ˆ 10´17 1.17ˆ 10´16 ´0.239999 1.27ˆ 10´6

0.7 ´0.21 ´0.21 1.34ˆ 10´17 1.24ˆ 10´16 ´0.209999 5.20ˆ 10´7

0.8 ´0.16 ´0.16 1.02ˆ 10´17 1.32ˆ 10´16 ´0.16000015 1.59ˆ 10´7

0.9 ´0.09 ´0.09 5.76ˆ 10´18 1.42ˆ 10´16 ´0.0900004 3.50ˆ 10´7

1.0 0.0 0.0 0.0 1.52ˆ 10´16 0.0 0

Example 4. Consider the boundary value problem (1.1) with the right-hand side fpxq
taken as

fpxq “ 20x3 ´ 12x2 ` 120
Γp6´ γqx

5´γ ´ 24
Γp5´ γqx

4´γ , 0 ă γ ď 1,

and also zero boundary conditions. In this case, the exact solution is Y pxq “ x4px ´ 1q
for any 0 ă γ ď 1. This FBVPs is taken from [35] and [1].

We first take γ “ 3{10 in the second example and set N “ 5 as the number of basis
functions. The parameter α “ 1 is also sufficient to get the desired approximation. The
approximate solutions Y5,1pxq of this model problem using the Chebyshev basis functions
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in the interval 0 ď x ď 1 are obtained as follows:

Y5,1pxq “ 0.999999999999999x5 ´ 0.999999999999998x4 ´ 1.2253730ˆ 10´15 x3

` 3.5162677643ˆ 10´16 x2 ´ 7.0610181123ˆ 10´17 x` 3.5373746402ˆ 10´74.

The corresponding residual error function R5,1pxq takes the form

R5,1pxq “ 3.163714295ˆ 10´15 x2 ´ 1.280874739ˆ 10´15 x´ 2.371724879ˆ 10´15 x3

´ 9.248187761ˆ 10´18 x
7

10 ` 9.947106210ˆ 10´17 x
17
10 ´ 3.071162029ˆ 10´16 x

27
10

` 4.100356309ˆ 10´16 x
37
10 ´ 1.962058927ˆ 10´16 x

47
10 ` 1.536515417ˆ 10´16

The above approximation solution and its related residual error function are visualized
in Fig. 1. To validate our results, we also plot the exact solution, which represented by a
solid line. Obviously, our approximated solution is matching up to the machine epsilon.
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Figure 1. The comparison of the approximated and the exact solutions using the Chebyshev
functions (left) and the corresponding residual error function (right) for Example 4 with γ “
3{10, α “ 1, and N “ 5.

In Table 2, we report the numerical results as welll as the absolute errors correspond
to N “ 5 obtained by the Chebyshev-collocation procedure using γ “ 3{10 and α “ 1
at some points x P r0, 1s. A comparison in this table is also made with the exponential
spline approach from [1]. As one can see in Table 2, the results obtained by our proposed
scheme, are superior in terms of accuracy. The impact of utilizing the various values of
the fractional orders γ “ 0, 0.25, 0.5, 0.75, and γ “ 1 are depicted in Fig. 2. From Fig. 2
it can be inferred that the same accuracies are achieved using different γ in the range
r0, 1s.

In the last experiment, we show the benefits of using the fractional version of the
Chebyshev polynomials. For this purpose, we construct an example that has a fractional
solution.

Example 5. Let us consider (1.1) with the function fpxq defined as

fpxq “ 15
4
?
x´ 35

4
3
?
x2 ` Γp7{2q

Γp7{2´ γqx
5{2´γ ´ Γp9{2q

Γp9{2´ γqx
7{2´γ , 0 ă γ ď 1.

Using the zero boundary conditions, it is not difficult to show that the exact solution of
this problem satisfies Y pxq “ ?x5 ´?x7.
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Table 2. The comparison of the numerical solutions and the absolute errors in Example 4 with
γ “ 3{10, α “ 1, and N “ 5 for various x P r0, 1s.

x Chebyshev |E5,1pxq| Exp-Spline Max. Abs. Errors

0.000 0.000000000000000 7.03ˆ 10´16 0 0
0.125 ´0.000213623046875 7.29ˆ 10´17 0.0026 2.8ˆ 10´3

0.250 ´0.002929687500000 8.17ˆ 10´17 0.0028 5.7ˆ 10´3

0.375 ´0.012359619140625 3.99ˆ 10´17 ´0.0040 8.4ˆ 10´3

0.500 ´0.031250000000000 2.50ˆ 10´16 ´0.0211 1.0ˆ 10´2

0.625 ´0.057220458984375 3.61ˆ 10´16 ´0.0471 1.0ˆ 10´2

0.750 ´0.079101562500000 1.81ˆ 10´16 ´0.0710 8.1ˆ 10´3

0.875 ´0.073272705078125 4.93ˆ 10´16 ´0.0689 4.4ˆ 10´3

1.000 0.000000000000000 1.87ˆ 10´15 0 0
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Figure 2. The approximated Chebyshev series solutions YN,αpxq for Example 4 using N “
5, α “ 1 for different γ “ 0, 0.25, 0.5, 0.75, and γ “ 1.0.

For this example, we fix N “ 7 and use two values of α “ 1 and α “ 1{2, which indi-
cate the difference between the fractional and non-fractional Chebyshev basis functions
respectively. Setting γ “ 1{2, the approximate solutions Y7,1pxq and Y7, 1

2
pxq obtained

via (3.9) of the model (1.1) in the interval r0, 1s are as follows

Y7,1pxq “ 0.176260724015854x7 ´ 0.792821466676062x6 ` 1.58262835557799x5

´ 2.23737888512802x4 ` 1.01020023333265x3 ` 0.268398536500592x2

´ 0.00728749762300631x,



34 Mohammad Izadi

and

Y7, 1
2
pxq “ ´1.7687ˆ 10´74 ´ 3.7183ˆ 10´13 x´ 7.5367ˆ 10´14 x2

´ 3.6789ˆ 10´14 x3 ` 1.7053ˆ 10´13 x
1
2 ` 2.0876ˆ 10´13 x

3
2

` 1.00000000000011x 5
2 ´ 1.0x 7

2 .

Evidently, using the generalized Chebyshev basis functions leads to a considerably more
accurate solution than usual ones. This fact can be further confirmed in the next two
Figs. 3-4, in which we plot these approximations with the corresponding residual error
functions R7,αpxq for α “ 1, 1{2.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.02

0.04

0.06

0.08

0.10

0.12

0.14

x-axis

Y
7
,α

(x
)

Exact
α = 1
α = 1/2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.02

0.04

0.06

0.08

0.10

0.12

0.14

x-axis

Y
7
,α

(x
)

Exact
α = 1
α = 1/2

Figure 3. The approximated Chebyshev series solutions Y7,αpxq for Example 5 using γ “ 1{2
for two different α “ 1 and α “ 1{2.
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Figure 4. The comparison of the residual error functions using α “ 1 (left) and α “ 1{2 (right)
for Example 5 with γ “ 1{2 and N “ 7.

Our next goal is to improve the current obtained solution YN,αpxq for Example 5 to
get a solution of the form YN,M,αpxq, where N “ 7 and α “ 1{2. To this end, we solve the
error problem (4.5) for EN,αpxq. Choosing M “ 8 and using the Chebeyshev-collocation
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procedure, the coefficient matrix of the error problem is calculated. These coefficients
e0, e1, . . . , e8 are approximately expressed as

e0 “ ´8.1044ˆ 10´15, e1 “ ´6.8377ˆ 10´15, e2 “ 8.226ˆ 10´15,

e3 “ 6.8944ˆ 10´15, e4 “ ´1.4792ˆ 10´16, e5 “ ´5.6145ˆ 10´17,

e6 “ 2.6377ˆ 10´17, e7 “ ´6.01ˆ 10´19, e8 “ ´4.0568ˆ 10´33.

By inserting the coefficient matrix into (4.6) and simplifying, we get the error function
approximately as

ČE7,8, 1
2
pxq “ ´6.2836ˆ 10´87 ` 3.7183ˆ 10´13 x` 7.5367ˆ 10´14 x2

` 3.6789ˆ 10´14 x3 ´ 1.3293ˆ 10´28 x4 ´ 1.7053ˆ 10´13 x1{2

´ 2.0876ˆ 10´13 x3{2 ´ 1.0962ˆ 10´13 x5{2 ` 4.9234ˆ 10´15 x7{2.

Finally, we substitute the error function ČE7,8, 1
2
pxq into (4.1), the corrected approximate

solution Y7,8, 1
2
pxq for pN,Mq “ p7, 8q is calculated as

Y7,8, 1
2
pxq “ ´1.7687ˆ 10´74 ` 7.2131ˆ 10´27 x´ 2.3010ˆ 10´28 x2

` 1.4667ˆ 10´27 x3 ´ 1.3293ˆ 10´28 x4 ` 5.1996ˆ 10´28 x1{2

´ 7.0356ˆ 10´27 x3{2 ` 1.0x5{2 ´ 1.0x7{2.

Table 3 reports the comparison of the Chebyshev approximate solution Y7, 1
2
pxq and

the corrected Chebyshev approximate solution Y7,8, 1
2
pxq with the exact solution Y pxq at

some points x P r0, 1s in Example 5. The excellent agreement between the exact and
corrected approximate solutions is evident in this table. Note that we have only shown
the numerical results up to 15 digits. In fact, using M “ N ` 1, the contribution of the
correction term is a considerable achievement to the accuracy of the solutions compared
to non-corrected results. To highlight the advantage of applying the correction technique,
we also present the results obtained by the error functions defined in (4.4), (4.7a) and
the residual error functions in (4.2), (4.7b). These results are shown in Table 4.

6 Conclusions

In this work, an accurate approximation algorithm based on the generalized Cheby-
shev functions is developed to solve the fractional-order differential equation under the
boundary conditions. Utilizing the (fractional) Chebyshev functions together with the
collocation points, the differential equations is transformed into an algebraic system of
linear equations. Illustrative examples are given to demonstrate the efficiency and accu-
racy of the proposed method and a comparison between the method and other existing
schemes is done. Moreover, the performance of fractional and non-fractional basis func-
tions has been assessed and the reliability of the proposed technique is checked through
defining the error as well as the residual error functions. The approximate solutions are
further improved through these error functions.

It can be seen from Figures and Tables that the proposed scheme is not only a simple
but also an accurate and powerful tool for obtaining the approximate solutions of FBVPs.
From comparisons, it is observed that our results are more accurate than the numerical
results of other existing well-known computational methods. The method can be easily
extended to the solutions of higher-order FBVPs and systems appearing in the modelling
of many problems in the science and engineering fields.
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x Y pxq (Exact) Y7, 1
2
pxq Y7,8, 1

2
pxq

0.0 0.000000000000000 ´17.686873200833ˆ 10´75 ´17.686873200840ˆ 10´75

0.1 0.002846049894152 2.84604989417444ˆ 10´03 2.84604989415154ˆ 10´03

0.2 0.014310835055999 14.3108350560179ˆ 10´03 14.3108350559987ˆ 10´03

0.3 0.034506521122826 34.5065211228392ˆ 10´03 34.5065211228255ˆ 10´03

0.4 0.060715731075233 60.7157310752413ˆ 10´03 60.7157310752329ˆ 10´03

0.5 0.088388347648318 88.3883476483224ˆ 10´03 88.3883476483184ˆ 10´03

0.6 0.111541920370774 111.541920370774ˆ 10´03 111.541920370774ˆ 10´03

0.7 0.122989023900509 122.989023900508ˆ 10´03 122.989023900509ˆ 10´03

0.8 0.114486680447989 114.486680447987ˆ 10´03 114.486680447989ˆ 10´03

0.9 0.076843347142092 76.8433471420900ˆ 10´03 76.8433471420916ˆ 10´03

1.0 0.000000000000000 24.7616224811668ˆ 10´72 24.3127412678843ˆ 10´72

Table 3. The comparison of the numerical solutions in the Chebyshev and the corrected Cheby-
shev collocation methods in Example 5 for pN,Mq “ p7, 8q, γ, α “ 1{2.

Chebyshev Corrected Chebyshev

x |E7, 1
2
pxq| |R7, 1

2
pxq| |E7,8, 1

2
pxq| |R7,8, 1

2
pxq|

0.0 1.7686873ˆ 10´74 3.9527851ˆ 10´16 1.7686873ˆ 10´74 1.5352514ˆ 10´31

0.1 2.2899936ˆ 10´14 4.5204731ˆ 10´17 6.5569279ˆ 10´28 4.5813764ˆ 10´30

0.2 1.9204119ˆ 10´14 1.5524563ˆ 10´17 1.0108576ˆ 10´27 3.4952039ˆ 10´30

0.3 1.3711741ˆ 10´14 6.5574364ˆ 10´17 1.2093598ˆ 10´27 4.9166546ˆ 10´30

0.4 8.4135756ˆ 10´15 2.9473773ˆ 10´17 1.2839077ˆ 10´27 1.6561716ˆ 10´29

0.5 3.9783696ˆ 10´15 7.0097562ˆ 10´17 1.2542846ˆ 10´27 2.5916463ˆ 10´29

0.6 6.8238175ˆ 10´16 1.6365969ˆ 10´16 1.1354044ˆ 10´27 2.7219049ˆ 10´29

0.7 1.3641080ˆ 10´15 1.5692961ˆ 10´16 9.3978665ˆ 10´28 1.4805308ˆ 10´29

0.8 2.1366920ˆ 10´15 5.8523449ˆ 10´17 6.7858449ˆ 10´28 1.6783724ˆ 10´29

0.9 1.6619505ˆ 10´15 5.9956544ˆ 10´16 3.6208852ˆ 10´28 7.2771193ˆ 10´29

1.0 2.4743936ˆ 10´71 1.5881998ˆ 10´15 2.4312741ˆ 10´71 1.5814277ˆ 10´28

Table 4. The comparison of the error and residual error functions in the Chebyshev and the
corrected Chebyshev collocation methods in Example 5 for pN,Mq “ p7, 8q, γ, α “ 1{2.
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Abstract
We present a survey of selected new results about graceful labellings of graphs which were published
during the last seven years. Among them a proof of famous Ringel-Kotzig Conjecture from the 1960s,
which for “large” trees was announced in February 2020, has a prominent role. Many of the new results
are complemented by our own representations of the discovered graceful labellings of graphs via their
graph chessboards and labelling tables. The aim of creating these representations has been to provide
an extra value of visualization, in particular to allow seeing better a pattern of the graceful labelling in
graph chessboards or in labelling sequences.
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1 Introduction

The study of graph labellings started in the late 1960s. Since then a lot of methods and
techniques on graph labellings have been studied in almost 3000 research papers, surveys
and theses. The best source of information on results concerning the graph labellings is
the electronic book Dynamic Survey of Graph Labeling by Gallian [10]. Our survey is
mainly, though not entirely, based on the information provided in this book.

The history of the study of graph labellings began with a problem on decompositions
of a complete graph into trees. In 1963 Ringel conjectured at a conference in Smolenice,
Slovakia [40] that for any tree of size m the complete graph K2m+1 can be decomposed
into 2m + 1 copies of the given tree. Kotzig conjectured (as far as we know at the
same conference) that this decomposition can be cyclic. A proof of the Ringel-Kotzig
Conjecture has recently been announced in [32] for large trees. (By “large” is meant that
the size of the tree is comparable with the size of the complete graph.)
∗The second author acknowledges the (honorary) position of a Visiting Professor at University of Jo-
hannesburg since June 1, 2020.

Copyright © 2020 Matej Bel University
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With the aim to give a better insight to the Ringel-Kotzig Conjecture, in 1965 Rosa
in his dissertation [42], and two years later in his seminal paper [43], defined four new
labellings of graphs: α, β, σ, ρ. Here α is the strongest and ρ is the weakest labelling.
A graph with m edges has a β-labelling if its vertices can be assigned different labels
from the set {0, 1, ...,m} such that the absolute values of the differences in the vertex
labels between adjacent vertices form exactly the set {1, ...,m}. Later on Golomb [12]
called β-labellings graceful labellings and the graphs possesing graceful labellings are
called graceful graphs. The famous Graceful Tree Conjecture stated by Rosa in [42] and
[43], which implies the Ringel-Kotzig Conjecture, says that every tree is graceful, that is,
every tree can be gracefully labelled. The conjecture, due to its close relationship with
the Ringel-Kotzig Conjecture, which we explain later on, is known also as the Ringel-
Kotzig-Rosa Conjecture (see also [32, Conjecture 8.1]).

In this survey of recent developments on gracefulness of graphs we mapped selected
new results on gracefully labelled graphs over the last seven years. We divided these
results into four sections. The first section relates to the mentioned recent proof of the
Ringel-Kotzig Conjecture for large trees and explains some background related to it.
The second section informs about selected new results on gracefulness of certain trees,
among them specific trees of diameter six, spider graphs, symmetrical trees and specific
caterpillars and lobsters. The third section focuses on recent results on graceful cyclic
graphs such as linear cyclic snakes, certain cycle related graphs, unicyclic graphs and
corona product of an aster flower graph. The last section is about recent results on
graceful subdivisions of selected graphs such as complete bipartite graphs and wheels.
We finalize our survey with so-called shell and bow graphs.

Most of the presented results are complemented by our own representations of the
given graceful labelling of a graph by its simple chessboard, labelling relation and labelling
sequence. They have been created in order to provide the extra value of visualization and
to allow seeing better a certain pattern in the graceful labelling. These representations
have not been done in each case, only when the corresponding simple chessboards to the
graceful graphs have reasonable sizes enabling their presentations (considering up to 45
vertices). The diagrams of the presented gracefully labelled graphs were taken from the
original papers or created, by applying the formulas for the graceful labellings provided
in the papers, with the help of a Graph processor – a computer program which was
developed by and is presented in Haviar and Ivaška [17, Chapter 7].

2 Preliminaries

We note that all basic concepts and facts in this chapter concerning graphs are taken
from [17] and [29].

By a graph in this paper we mean what is called a simple graph, that is, an undirected
finite graph without loops and multiple edges. To denote the vertex set of some known
graph G, we use the symbol VG and to denote the edge set of some known graph G, we
use the symbol EG.

The order of a graph G is the number of vertices in G. The size of a graph G is the
number of edges in G.

Definition 2.1. ([17, Definition 1.2.1]) A vertex labelling f of a graph G is a mapping
of its vertex set VG into the set of non-negative integers (which are called vertex labels).

Throughout our survey by a labelling we mean a vertex labelling. If f(u), f(v) are
the labels of vertices u, v respectively, then the number |f(u) − f(v)| will be called an
induced label of the edge uv in the labelling f . Assigning to every edge uv ∈ EG the
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induced label of the edge uv in the labelling f naturally yields the usual understanding
of the labelling f as acting also on the set EG of the edges of G.

The following two labellings play an important role with respect to the Ringel-Kotzig
Conjecture and the Graceful Tree Conjecture.

Definition 2.2. ([17, Definition 1.2.5]) Let G be a graph of size |EG| = m and let f be
its one-to-one labelling. Then f is called a ρ-labelling if

1. f(VG) ⊆ {0, 1, . . . , 2m}, and

2. f(EG) = {x1, x2, . . . , xm}, where xi = i or xi = 2m+1−i, for all i ∈ {0, 1, . . . ,m}.
Definition 2.3. ([17, Definition 1.2.3]) Let G be a graph of size m and let f be its
one-to-one labelling. Then f is called a graceful labelling (in the old terminology a
β-labelling) if

1. f(VG) ⊆ {0, 1, . . . ,m}, and

2. f(EG) = {1, 2, . . . ,m}.
The Ringel-Kotzig Conjecture ([40], [43]) says:

Conjecture 2.4. (Ringel-Kotzig Conjecture): For any tree of size m the complete
graph K2m+1 has a cyclic decomposition into 2m+ 1 copies of the given tree.

It is important to note that Rosa showed ([42], [43]) that the Ringel-Kotzig Conjecture
is equivalent to the existence of the ρ-labelling of every tree.

The Graceful Tree Conjecture, which is due to Rosa ([42], [43]) says:

Conjecture 2.5. (Graceful Tree Conjecture): All trees are graceful.

In Figure 1 we see an example of a graph with its graceful labelling.

0

10 7

9

8 2 6

5

1

4

3

Figure 1. An example of a gracefully labelled graph

Since the ρ-labelling is weaker than the graceful labelling, it follows immediately that
the Ringel-Kotzig Conjecture is weaker than the Graceful Tree Conjecture.

In 2016 the authors of [2] proved that the Graceful Tree Conjecture holds asymptoti-
cally for trees of maximum degree at most n

log n . Almost all studies on the graph labellings
since the 1960s have been devoted to the graceful labellings and to the Graceful Tree
Conjecture, and its elder cousin, the Ringel-Kotzig Conjecture, and the corresponding
ρ-labellings of trees, have received much less attention. However, recent progress has
been mainly made on the Ringel-Kotzig Conjecture as we shall see in Section 3.

In [17] the second author of this survey together with his former student Ivaška
described the idea that every labelled graph of order n can be visualized by a simple
chessboard (called also a graph chessboard or just a chessboard). It is a table with n rows
and n columns, in which every edge uv is represented by a pair of dots with coordinates
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[u, v] and [v, u]. (In Figure 2 we see a graph and its corresponding chessboard.) One can
also obtain such a graph chessboard using the adjacency matrix of a graph by placing
dots to the cells corresponding to “ones” in the matrix.

0

1 10

38

52 9

7 4

6

Figure 2. A graph and its corresponding chessboard

Let G be a graph whose vertices are labelled by distinct numbers from the set
{0, 1, 2, . . . , n−1}. Consider a chessboard of size n, i.e. table with n rows and n columns.
Let the r-th diagonal (or the diagonal with value r) be the set of all cells with the coor-
dinates [i, j] where i− j = r and i ≥ j. The 0-th diagonal is called the main diagonal of
the chessboard and the other diagonals are called associate diagonals. We do not need
to consider the diagonals “above” the main diagonal, since the chessboard is symmetric
with respect to the main diagonal.

A simple chessboard will be called graceful if there is exactly one dot on each of its
associate diagonals.

Example 2.6. In Figure 3 we see a graceful labelling of a graph G and its coresponding
chessboard. We can clearly see the gracefulness of the graph because on each of the
associate diagonals there is exactly one dot.

1

0 7

510

2

Figure 3. Graceful labelling of graph G and its graceful chessboard

Each gracefully labelled graph can be represented by labelling sequence, whose concept
was introduced by Sheppard in [55]. He proved there that there is unique correspondence
between gracefully labelled graphs and labelling sequences. In [17] Haviar and Ivaška
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introduced and studied the graph chessboards and labelling relations, and showed a one-
to-one correspondence between these two concepts and the labelling sequences. Let us
now give more details on this.

Definition 2.7. ([55], [17, Definition 3.1.1]) For a positive integer m, the sequence of
integers (j1, j2, . . . , jm), denoted (ji), is a labelling sequence if

0 ≤ ji ≤ m− i for all i ∈ {1, 2, . . . ,m}. (LS)

The labelling sequences can be understood as a tool to encode graceful labellings
of graphs. The correspondence between gracefully labelled graphs (without isolated
vertices) and the labelling sequences is described in the following theorem.

Theorem 2.8. ([55], [17, Theorem 3.1.2]) There is a one-to-one correspondence between
graphs with m edges having a graceful labelling f and between labelling sequences (ji)
of m terms (entries). The correspondence is given by

ji = min{f(u), f(v)}, i ∈ {1, 2, . . . ,m},

where u, v are the end-vertices of the edge labelled i.

Since the graceful simple chessboards also encode gracefully labelled graphs, it is
natural that also the following result holds:

Proposition 2.9. ([17, Proposition 3.1.3]) There is a one-to-one correspondence between
all graceful simple chessboards and all labelling sequences.

Now we turn to the concept of a labelling relation which is the third main tool of [17]
to encode gracefully labelled graphs.

1 2 3 4 5 6 7 8 9 10
0 5 2 1 5 1 0 2 1 0
1 7 5 5 10 7 7 10 10 10

Figure 4. The labelling table of graph G above

Definition 2.10. ([17, Definition 3.5.1]) Let L = (j1, j2, . . . , jm) be a labelling sequence.
Then the relation A(L) = {[ji, ji + i], i ∈ {1, 2, . . . ,m}} is called a labelling relation
assigned to the labelling sequence L.

From the book [17] we also use the concept of a labelling table to visualize a labelling
relation (for particular case see Figure 4 above and for a general case see Figure 5 below).

1 2 3 . . . m
j1 j2 j3 . . . jm

j1 + 1 j2 + 2 j3 + 3 . . . jm + m

Figure 5. Displaying a labelling relation in a table (taken from [17, Figure 3.3])

The table header contains the numbers 1, 2, . . . ,m. The numbers from the labelling
sequence are situated in the first row and the sums of numbers from the heading and the
first row are in the second row. The pairs from first and second row in each column are
then the elements of the labelling relation (and also the edges of the graph).
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3 Proof of Ringel’s Conjecture for large trees

As we mentioned, the history of the study of graph labellings began with a problem on
decompositions of the complete graph into trees. This led to the Ringel’s Conjecture
that for any tree of size n the complete graph K2n+1 can be decomposed into 2n + 1
copies of the given tree [40]. As also mentioned, Kotzig strengthened the conjecture by
claiming that this decomposition can be cyclic.

In the area of the conjecture only some partial general results have been achieved
for almost six decades. As already mentioned, Rosa (cf. [42], [43]) showed that the
Ringel-Kotzig Conjecture is equivalent to the existence of the ρ-labelling for any tree.
Hence the existence of the stronger graceful labelling for any tree, thus the Graceful Tree
Conjecture, implies the Ringel-Kotzig Conjecture.

In February 2020, Montgomery, Pokrovskiy and Sudakov published in arXiv a proof of
the Ringel-Kotzig Conjecture [32] for large trees, where the size of the tree is comparable
with the size of the complete graph. In their proof they used a language of rainbow
subgraphs, which describe the ρ-labellings.
Definition 3.1. ( [32, page 2] ) A rainbow copy of a graph H in an edge-coloured
graph G is a subgraph of G isomorphic to H whose edges have different colours.

The Ringel-Kotzig Conjecture is implied by the existence of a rainbow copy of every
tree T of size n in a so-called near distance colouring of the complete graph K2n+1:
Definition 3.2. ([32, page 2]) Let {0, 1, . . . , 2n} be the vertex set of K2n+1. Colour the
edge ij by colour k, where k ∈ {1, . . . , n}, if either i = j + k or j = i + k with addition
modulo 2n+ 1. This is called the near distance (ND) colouring.

Figure 6. Left is a distance and right the ND-colouring of K11 (taken from [16])

Example 3.3. ([16]) Let us consider the complete graph K11 of order 11. We color the
edges the way that edges of the same distance have the same colour. The distance is
defined as the number of edges of circuit we need to move from one vertex to another.
No shortcuts through the inside of the circle are allowed (see Figure 6). We always
have two options, but we choose the shorter one. Now color the edges of the graph
considering distance. All edges connecting vertices of distance 1 paint, say, by blue. All
edges connecting vertices of distance 2 paint, say, by yellow. Etc. (See Figure 6.) On
the complete graph of order 2n+ 1 we need n different colors to paint the whole graph.

Kotzig realized that this colouring can be helpful to place a given tree over the
complete graph. By a placement of a rainbow copy of the tree is meant to position
the tree so that every edge of the tree has different colour (see Figure 7).
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Figure 7. A rainbow copy of a tree (taken from [16])

If the ND-colouring of K2n+1 contains a rainbow copy of a tree T , then K2n+1 can be
decomposed into copies of T by taking 2n+ 1 cyclic shifts of the original rainbow copy.
This idea and Ringel’s Conjecture motivated Kotzig to conjecture that the ND-colouring
of K2n+1 contains a rainbow copy of every tree of size n. It is important to note that a
rainbow copy of a tree T with vertex set {0, 1, . . . , n} in the ND-colouring of K2n+1 is
equivalent to a graceful labelling of the tree T .

Montgomery, Pokrovskiy, and Sudakov already in 2019 [33] gave a new approach
to embedding large trees (with no degree restrictions) into edge-colourings of complete
graphs, and used this to prove the Ringel’s Conjecture asymptotically. In [32] they further
developed and refined their approach, combining it with several critical new ideas to prove
Ringel’s Conjecture for large complete graphs:

Theorem 3.4. ([32, Theorem 1.2]) For every sufficiently large n the complete graph
K2n+1 can be decomposed into copies of any tree with n edges.

In [32] the authors, instead of working directly with tree decompositions or studying
graceful labellings, proved for large n that every ND-coloured complete graph K2n+1
contains a rainbow copy of every tree of size n:

Theorem 3.5. ([32, Theorem 2.1]) For sufficiently large n, every ND-coloured K2n+1
has a rainbow copy of every n-edge tree.

Then they obtain a decomposition of the complete graph by rotating one copy of a
given tree. Hence this gives a proof of the whole Ringel-Kotzig Conjecture for large n.

The proof approach of the authors of [32] builds on ideas from the previous research
on both graph decompositions and graceful labellings. From the work on graph decompo-
sitions, their approach is inspired by randomized decompositions and so-called absorption
technique. The rough idea of the method of “absorption” is as follows (cf. [32]):

(1) Before the embedding of a tree T prepare a template which has some useful prop-
erties.

(2) Find a partial embedding of the tree T with some vertices removed such that it
does not use the edges of the template.

(3) Use the template to embed the remaining vertices extensively since then.

This idea was introduced by Rödl, Rucinski and Szemerédi [41]. Also the proof of
Ringel’s Conjecture for bounded degree trees is based on this method [23].
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From the work on graceful labellings, the proof approach of [32], when dealing with
trees with very high degree vertices, is based on a completely deterministic approach
for finding a rainbow copy of the tree. This approach heavily relies on features of the
ND-colouring and produces something very close to a graceful labelling of the tree. Their
theorem is the first general result giving a perfect decomposition of a graph into subgraphs
with arbitrary degrees. All previous comparable results placed a bound on the maximum
degree of the subgraphs into which they decomposed the complete graph. Hence all these
techniques encounter some barrier when dealing with trees with arbitrarily large degrees.
Having overcome this “bounded degree barrier” for Ringel’s Conjecture, the authors of
[32] hope that further development of their techniques can help overcome the “bounded
degree barrier” also in other problems (cf. [32, page 3]).

The authors of [32] in their concluding remarks return to two other conjectures, the
first one is the Graceful Tree Conjecture. They mention that this conjecture was proved
for many isolated classes of trees, among them caterpillars, trees with at most 4 leaves,
firecrackers, all trees with diameter at most 5, symmetrical trees, trees with at most 35
vertices, and olive trees (see [10]). They also mention that the Graceful Tree Conjecture is
known to hold asymptotically for trees of maximum degree at most n

log n [2]. But as they
emphasize, solving the Graceful Tree Conjecture for general trees, even asymptotically,
is still wide open.

The second conjecture the authors of [32] mention in their concluding remarks is the
Tree Packing Conjecture ([13], [32, Conjecture 8.2]):

Conjecture 3.6. (Tree Packing Conjecture) Let T1, . . . , Tn be trees with |Ti| = i
for each i ∈ {1, . . . , n}. The edges of Kn can be decomposed into n trees which are
isomorphic to T1, . . . , Tn respectively.

In 2018 this conjecture was proved for bounded degree trees by Joos, Kim, Kühn
and Osthus [23], but in general it is also wide open. The authors of [32] remark that it
would be interesting to see if any of their techniques could be used here to make further
progress on the Tree Packing Conjecture.

4 Recent results on graceful trees

4.1 Diameter six trees
In [19] Hrnčiar and Haviar proved that all trees of diameter five are graceful, which is
still the best result on gracefulness of all trees with a bounded diameter. Mishra and
Panigrahi in [30] and [31] gave a new class of graceful lobsters obtained from diameter
four trees. Based on their techniques, in 2015-2017 Mishra and Panda [36] found graceful
labellings for some new classes of diameter six trees [34], [35] and [36]. We briefly present
the main results of [36].

Definition 4.1. ([36, Definition 1.2] ) A diameter six tree can be represented as
(a0; a1, a2, . . . , am; b1, b2, ..., bn; c1, c2, ..., cr), where a0 is the center of the tree; ai for
i = 1, 2, . . . ,m; bj for j = 1, 2, . . . , n, and ck for k = 1, 2, . . . , r are the vertices of the
trees adjacent to a0 such that each ai is a central vertex of some diameter three tree,
each bj is the central vertex of some star, and each ck is some pendant vertex.

We note that in the above definition the authors mistakenly wrote in [36] that “each
ai is the center of some diameter four tree” while above we correctly write “each ai is
a central vertex of some diameter three tree” (meaning by ai that of the two central
vertices that is adjacent to a0). Also the authors mistakenly wrote in [36] the following:
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Figure 8. A diameter six tree (a corrected figure from [36])

“It is readily observed that for a diameter six tree with the above representation there
are at least two neigbours of a0 which are the centers of diameter four trees.” It should
be corrected such that “there are at least two neighbours of a0 which are central vertices
of diameter three trees”.

In summary, in [36] graceful labellings were given for new classes of diameter six trees
in which the diameter three trees adjacent with the center a0 consist of six different
combinations of odd, even, and pendant branches.

Example 4.2. In Figure 9 we see a diameter six tree D6 with its graceful labelling found
by Mishra and Panda in [34]. The size of the graph is 90, the degree of a0 is 11.

Figure 9. D6 of order 91 (taken from [34, Figure 2(b)])
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4.2 Spider graphs
In the early 1980s graceful labellings were found for all spider graphs with three or four
legs [20]. Ten years ago it was proved in [5] that a spider graph for which the lengths of
all legs (paths from the center to a leaf) differ by at most one is graceful. In 2014 in [21]
some other classes of spiders were shown to be graceful, too.

Definition 4.3. A tree with at most one vertex of degree greater than two is called a
spider, and this vertex is called a branch vertex. A path from the branch vertex to a
leaf is called a leg of the spider.

Let us denote by Sn(m1,m2, . . . ,mk) the spider with n legs such that n ≥ k and the
legs have lengths one except for k legs of the lengths m1,m2, . . . ,mk, where mi ≥ 2 for
all i = 1, 2, . . . , k.

1
11

12

13

14
0

10

9

8 5 3 4

7 2 6

Figure 10. A graceful labelling of a spider S8(2, 4, 3)

In 2016 in [37] graceful labellings were found for all spiders with at most four legs of
lengths greater than one.

1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 3 5 2 2 1 1 1 1 1 1 1 1 0
4 5 8 6 7 7 8 9 10 11 12 13 14 14

Figure 11. The representations of the gracefully labelled spider S8(2, 4, 3)
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Example 4.4. In Figure 10 we see a gracefully labelled spider graph S8(2, 4, 3) of order 15
with 8 legs with lengths 2,1,1,1,1,1,4,3. The branch vertex has label 1. Below the graph we
added in Figure 11 also the simple chessboard and the labelling relation of this gracefully
labelled graph. We see that the labelling sequence is (3, 3, 5, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1, 0).

4.3 Symmetrical trees

Figure 12. A symmetrical tree (taken from [45, Figure 3])

A rooted tree is known as a tree with a countable number of vertices, in which a
particular vertex is distinguished from the others and called the root.

1 2 3 4 5 6 7 8 9 10 11 12 13 14
13 13 13 9 12 11 10 9 18 8 8 8 8 4
14 15 16 13 17 17 17 17 27 18 19 20 21 18

15 16 17 18 19 20 21 22 23 24 25 26 27
7 6 5 9 4 4 4 0 3 2 1 0 0
22 22 22 27 23 24 25 22 26 26 26 26 27

Figure 13. The representations of the symmetrical tree

For a given vertex, a number of vertices in the path from the root to this vertex is
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called the level of the vertex. A symmetrical tree is a rooted tree with k levels, where
every level contains vertices of the same degree.

In [38] an algorithm for graceful labelling of symmetrical trees was given. In 2018
Sandy, Rizal, Manurung, and Sugeng [45] gave an alternative construction of graceful
symmetrical trees.

Example 4.5. In Figure 12 we see a symmetrical tree with graceful labelling. Again,
below the graph we added in Figure 13 the simple chessboard and the labelling re-
lation of this gracefully labelled graph. One can see that the labelling sequence is
(13, 13, 13, 9, 12, 11, 10, 9, 18, 8, 8, 8, 8, 4, 7, 6, 5, 9, 4, 4, 4, 0, 3, 2, 1, 0, 0). Here we very well
see that creating the graph chessboard provides an extra value of visualization to the
graceful labelling, and enables us seeing better a certain pattern of the graceful labelling
in the graph chessboard.

4.4 Caterpillars and lobsters
Definition 4.6. ([17, page 72]) A caterpillar is a tree with the property that the
removal of its vertices of degree one leaves a path.

Figure 14. Example of a caterpillar

Figure 15. A graceful labelling of a tree (taken from [58, Figure 9])

By combining known graceful trees one can construct larger graceful trees. This idea
was used by Sethuraman and Murugan [58] in 2016 and they constructed graceful trees
from caterpillars in a specific way. An example of a gracefully labelled tree obtained from
caterpillars by their method is seen in Figure 15. Also in this case the representations by
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the simple chessboard, the labelling relation and the labelling sequence would be possible,
but we do not provide them here due to the enormous size of the graph.

Definition 4.7. ([47, Definition 1.2]) For each vertex v of a graph G, take a new vertex
v′ and join v′ to all vertices of G adjacent to v. The graph thus obtained is called the
splitting graph of G and denoted S′(G).

Sekar in [48] found graceful labellings of S′(Pn) for all n (where Pn is a path) and
S′(Cn) for n ≡ 0, 1 (mod 4) (where Cn is a cycle). A gracefulness of the splitting graph
of a bistar and a star was proved in [57]. Latest result from 2017 is proved in [47] and it
says that the splitting graphs of caterpillars are graceful.

Figure 16. A graceful labelling of a splitting graph (taken from [47, Figure 3])

Example 4.8. In Figure 16 we see an illustration of a splitting graph constructed to a
caterpillar by the above definition and its graceful labelling according to [47].

Figure 17. The chessboard of the splitting graph

And in Figures 17 and 18 we added its representations by the simple chessboard
and the labelling relation, respectively. The labelling sequence of this gracefully labelled
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splitting graph (‘split’ according to the labelling table below) is

(27, 25, 24, 22, 22, 20, 20, 18, 18, 16, 16, 15, 16, 16, 16,
15, 16, 15, 16, 16, 15, 14, 13, 12, 11, 9, 9, 7, 7, 5, 5, 3, 3,
1, 1, 0, 1, 1, 1, 1, 0, 1, 0, 1, 0).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
27 25 24 22 22 20 20 18 18 16 16 15 16 16 16
28 27 27 26 27 26 27 26 27 26 27 27 29 30 31

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
15 16 15 16 16 15 14 13 12 11 9 9 7 7 5
31 33 33 35 36 36 36 36 36 36 35 36 35 36 35

31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
5 3 3 1 1 0 1 1 1 1 0 1 0 1 0
36 35 36 35 36 36 38 39 40 41 41 43 43 45 45

Figure 18. The chessboard of the splitting graph

Definition 4.9. ([10]) A lobster is a tree with the property that the removal of the
vertices of degree 1 leaves a caterpillar.

12

13

11 10 9 5

21

3

17

7 6 2 1

25

8 4

15 14 18 16

0

24 23 22 20 19

Figure 19. A graceful labelling of a lobster (taken from [11, Figure 18])

Bermond in [7] conjectured that all lobsters are graceful. Then Ghosh in [11] gave
some methods how to join graceful graphs and graphs with the α-labeling. He defined
three special classes of gracefully labelled lobsters. In 2015 Krop in [27] showed graceful-
ness of each lobster that has a perfect matching that covers all but one vertex. Some new
constructions of graceful classes of caterpillars and lobsters were given in 2018 in [56] by
Suparta and Ariawan.

Example 4.10. In Figure 19 we see an example of a gracefully labelled lobster. We
added its representations by the simple chessboard and the labelling relation that are
seen in Figure 20. The labelling sequence representing this gracefully labelled graph is
(12, 11, 10, 9, 12, 8, 8, 5, 12, 7, 6, 4, 12, 4, 2, 1, 8, 3, 0, 0, 4, 0, 0, 0, 0).
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1 2 3 4 5 6 7 8 9 10 11 12
12 11 10 9 12 8 8 5 12 7 6 4
13 13 13 13 17 14 15 13 21 17 17 16

13 14 15 16 17 18 19 20 21 22 23 24 25
12 4 2 1 8 3 0 0 4 0 0 0 0
25 18 17 17 25 21 19 20 25 22 23 24 25

Figure 20. The representations of the gracefully labelled lobster

5 Recent results on graceful cyclic graphs

5.1 Linear cyclic snakes

0
4 8 12

16

32 28 24 20

29 25 21 17

31 27 23 19

30 26 22 18

Figure 21. The graceful labelling of (2, 4)C4 (taken from [3, Figure 3] and corrected)

Recalling briefly a history of linear cyclic snakes, we start with Barrientos who in [6]
gave graceful labelings of cyclic snakes. Rosa in [44] glued together triangles in a special
way and called it a triangular snake.

In 2015 Badr proved gracefulness of linear cyclic snakes (1, k)C4, (2, k)C4, (1, k)C8
and (2, k)C8 and showed that every linear cyclic snake of type (m, k)Cn for m ≡ 0



54 Katarína Kotul’ová, Miroslav Haviar

(mod 4) and m ≡ 3 (mod 4) is graceful [3].

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
16 16 16 16 12 12 12 12 12 12 12 12 8 8 8 8
17 18 19 20 17 18 19 20 21 22 23 24 21 22 23 24

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
8 8 8 8 4 4 4 4 4 4 4 4 0 0 0 0
25 26 27 28 25 26 27 28 29 30 31 32 29 30 31 32

Figure 22. The representations of the gracefully labelled linear cyclic snake

We notice that the way Badr in [3] defined his “linear cyclic snakes” is rather badly
written and hardly understandable. That is why we do not present his definition and try
to explain the notation (m, k)Cn in our own words via the example below.

Example 5.1. In Figure 21 we see a linear cyclic snake (2, 4)C4 obtained by joining 4
copies of C4 graphs in such a way that each of them contains inside an another copy of
C4.

This graph is gracefully labelled. We added its representations by the simple chess-
board and the labelling relation which can be seen in Figure 22. The labelling sequence
representing this gracefully labelled graph is

(16, 16, 16, 16, 12, 12, 12, 12, 12, 12, 12, 12, 8, 8, 8, 8, 8, 8, 8, 8, 4, 4, 4, 4, 4, 4, 4, 4, 0, 0, 0, 0).

This is an excellent example where one can see that creating the graph chessboard pro-
vides the mentioned extra value of visualization to the graceful labelling, and allows to
see, very clearly in this case in the graph chessboard, the pattern of the graceful labelling.

5.2 Cycle related graphs
Let Cn be a cycle of length n.
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Definition 5.2. ( [59, Definition 1.1] ) A chord of the cycle is an edge connecting two
non-neighbouring vertices of the cycle.

Figure 23. Graceful labelling of C+
16,4 (taken from [59, Figure 4])

Recalling briefly a history of cycle related graphs, we start with Rosa, who in [43]
showed that a cycle Cn is graceful if and only if n ≡ 0 or 3 (mod 4). Later the authors
of [8] proved gracefulness of a cycle with a chord. The authors of [25] proved that each
cycle with P3−chord is graceful and conjectured that, more generally, each cycle with
Pk−chord is graceful. (We recall that a cycle with a Pk-chord is a cycle with the path
Pk joining two nonconsecutive vertices of the cycle.)

The mentioned conjecture was proved in [39] for all k ≥ 4. In [49] the authors defined
a graph obtained from a cycle Cn (n ≥ 6) so that disjoint paths Pk (where k ≥ 3 is
fixed) are added between each pair of non-adjacent vertices of Cn and they call it a cycle
with parallel Pk chords. They verified that each cycle Cn (where n ≥ 6) with parallel Pk

chords is graceful in cases k = 3, 4, 6, 8 and 10.

Definition 5.3. ( [59, Definition 1.2] ) A graph acquired from the cycle Cn by adding
the cycle Ck between every non-adjacent vertices is called a cycle with Ck − chord and
denoted Cn,k.

Definition 5.4. ( [59, Definition 1.3] ) A graph acquired from the cycle Cn by adding the
cycle Ck between every pair of non-neighbouring vertices (v2, vn), (v3, vn−1), . . . , (va, vb)
where a = bn

2 c, b = bn
2 c+ 2 if n is even, and a = bn

2 c, b = bn
2 c+ 3 if n is odd, is called a

parallel cycle with Ck − chord and denoted C+
n,k.

Latest result in this direction was proved in 2017 by Venkatesh and Sivagurunathan
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in [59]. It says that graphs Cn,4 and C+
n,4 for each n ≡ 0 (mod 4) and Cn,6 for each odd

n ≥ 5 are graceful.

Example 5.5. In Figure 23 we see a gracefully labelled parallel cycle C16 with C4−chord.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
19 18 19 18 19 18 18 19 16 15 16 15 12 13 13
20 20 22 22 24 24 25 27 25 25 27 27 25 27 28

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
12 13 12 12 13 10 9 10 9 6 7 7 6 7 6
28 30 30 31 33 31 31 33 33 31 33 34 34 36 36

31 32 33 34 35 36 37 38 39 40 41 42 43 44
6 7 4 3 4 3 0 1 1 0 1 0 1 0
37 39 37 37 39 39 37 39 40 40 42 42 44 44

Figure 24. The representations of the gracefully labelled of C+
16,4

We added its representations by the simple chessboard and the labelling relation that
are seen in Figure 24. The labelling sequence representing this gracefully labelled graph
is

(19, 18, 19, 18, 19, 18, 18, 19, 16, 15, 16, 15, 12, 13, 13, 12, 13, 12, 12,
13, 10, 9, 10, 9, 6, 7, 7, 6, 7, 6, 6, 7, 4, 3, 4, 3, 0, 1, 1, 0, 1, 0, 1, 0).

5.3 Corona product of aster flower graph
Definition 5.6. ([24, Definition 1]) An aster flower graph (A(m,n)) is a graph which
is generated from a cycle graph Cm (m ≥ 3) by connecting path graphs Pn+1 (n ≥ 1) at
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two adjacent vertices. A corona product (A(m,n)� K̄r) of aster flower graph is a graph
which is generated from an aster graph (A(m,n) (m ≥ 3, n ≥ 1) by adding r leaf vertices
on each vertex.

In [14] the gracefulness was proved for corona product of two graphs. Later in [9] it
was proved that any cycle with a leaf connected at each vertex is graceful. In 2018 in [24]
Khairunnisa and Sugeng found graceful labelling for each corona product (A(3,1) � K̄r)
of aster flower graph (for r ≥ 1).

Figure 25. A corona product (A(3,1) � K̄3) (taken from [24, Figure 4])

Example 5.7. In Figure 25 we see a gracefuly labelled corona product (A(3,1) � K̄3)
of aster flower graph. We added its representations by the simple chessboard and the
labelling relation which can be seen in Figure 26. The labelling sequence representing
this gracefully labelled graph is

(26, 25, 23, 23, 21, 15, 20, 0, 16, 17, 12, 9, 13, 0, 10, 11, 6, 5, 7, 1, 0, 4, 2, 0, 0, 0, 0).

1 2 3 4 5 6 7 8 9 10 11 12 13 14
26 25 23 23 21 15 20 0 16 17 12 9 13 0
27 27 26 27 26 21 27 8 25 27 23 21 26 14

15 16 17 18 19 20 21 22 23 24 25 26 27
10 11 6 5 7 1 0 4 2 0 0 0 0
25 27 23 23 26 21 21 26 25 24 25 26 27

Figure 26. The representations of the gracefully labelled (A(3,1) � K̄3)
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5.4 Unicyclic graphs
Definition 5.8. ([15, page 41]) A graph is unicyclic if it contains just one cycle and is
connected.

In Figure 27 we see an example of unicyclic graph.

Figure 27. An example of unicyclic graph

Recalling briefly a history of embedding graphs into graceful graphs (see [53, page
11]), we start with Acharya who in [1] proved that each connected graph can be embedded
in a graceful graph. Later, the authors of [50] generalized this result and showed that
any set of graphs can be “packed” into a graceful graph.

In 2015 Bagga, Fotso, Max, and Arumugam in [4] explored the gracefulness of graphs
with only one cycle with some pendant caterpillars at two neighbouring vertices of cycle
and pendant edges at some other vertices of the cycle. A cycle with a pendant caterpillar
is obtained by identifying a vertex of the cycle with a leaf of caterpillar.

In 2016 Sethuraman in [51] showed that every tree can be embedded in a graceful
tree. This inspired Sethuraman and Murugan who proved in 2019 in [53] that any acyclic
graph can be embedded in a unicyclic graceful graph. The authors found an algorithm
that from any acyclic graph constructs a graceful unicyclic graph.

Also in 2019 Sethuraman and Murugan [52] presented a construction of graceful
labeling of a graph G from a graceful tree T in case the number of vertices of G is equal
to number of vertices of T . The constructed graph is unicyclic.

6 Recent results on graceful subdivisions of graphs

6.1 Complete bipartite graphs
Definition 6.1. ([46]) If in a graph G an edge uv is replaced by the path P : uwv, where
w is the new vertex, then the edge uv is called subdivided. A subdivision of a graph
G is the graph obtained by subdividing each edge of the graph G and it is denoted by
S(G).

In 2016 Sankar and Sethuraman in [46] proved that each subdivision of the complete
bipartite graph K2,n is graceful for every n ≥ 1.

Example 6.2. In Figure 28 we see the subdivisiom graph S(K2,4) and its graceful
labeling. Its representations by the simple chessboard and the labelling relation can be
seen in Figure 29. The labelling sequence representing this gracefully labelled graph
is (8, 8, 8, 8, 7, 5, 3, 1, 7, 5, 3, 1, 0, 0, 0, 0). This is an another excellent example where one
can see that creating the graph chessboard allows to see very clearly the pattern of the
graceful labelling.



Acta Univ. M. Belii, ser. Math. 28 (2020), 39–65 59

0

16 15 14 13

1357

12 11 10 9

8

Figure 28. A graceful labeling of S(K2,4)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
8 8 8 8 7 5 3 1 7 5 3 1 0 0 0 0
9 10 11 12 12 11 10 9 16 15 14 13 13 14 15 16

Figure 29. The representations of the gracefully labelled S(K2,4)

6.2 Wheels

Definition 6.3. ([54]) A wheel is a graph obtained by connecting a single vertex K1 to
all vertices of a cycle Cn. A wheel Wn is the graph Cn +K1 for n ≥ 3 .

Some authors use the symbol Wn to denote the wheel with n vertices.

In [18] it was proved that all wheels for n ≥ 3 are graceful. In [28] graceful labellings
of directed wheels were presented. In 2015 in [54] Sethuraman and Sankar proved that
the subdivision S(Wn) of the wheel Wn is graceful for even numbers n ≥ 4.
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Figure 30. Gracefully labeled wheel S(W6)

Example 6.4. In Figure 30 we see a gracefully labelled subdivison S(W6) of order 19
and size 24.

Figure 31. The chessboard of the gracefully labelled S(W6)

We added its representations by the simple chessboard in Figure 31 and the labelling
table which can be seen in Figure 32. The labelling sequence representing this gracefully
labelled graph is (3, 11, 1, 11, 5, 9, 3, 9, 7, 7, 5, 1, 11, 9, 7, 5, 3, 1, 0, 0, 0, 0, 0, 0).
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1 2 3 4 5 6 7 8 9 10 11 12
3 11 1 11 5 9 3 9 7 7 5 1
4 13 4 15 10 15 10 17 16 17 16 13

13 14 15 16 17 18 19 20 21 22 23 24
11 9 7 5 3 1 0 0 0 0 0 0
24 23 22 21 20 19 19 20 21 22 23 24

Figure 32. The labelling table of the gracefully labelled S(W6)

6.3 Shell and bow graphs

0

15

341

14 16

510 13 7

17 18

911

Figure 33. The graph S(C(6, 3))

Definition 6.5. ([46]) A shell graph is a cycle Cn(v0, v1, v2, . . . , vn1) with (n−3) chords
connecting vertex v0, we denote it C(n;n− 3). The vertex v0 is called apex of the shell
graph.

Figure 34. The chessboard of the gracefully labelled S(C(6, 3))
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
3 9 1 7 5 7 3 5 9 7 5 3 1 0 0 0 0 0
4 11 4 11 10 13 10 13 18 17 16 15 14 14 15 16 17 18

Figure 35. The labelling table of the gracefully labelled S(C(6, 3))

Example 6.6. In Figure 33 we see a gracefully labelled subdivision of the shell graph
C(6, 3). The graph S(C(6, 3)) is of size 18. Its representations by the simple chessboard
can be seen in Figure 34 and the labelling table can be seen in Figure 35. The labelling
sequence representing this gracefully labelled graph is

(3, 9, 1, 7, 5, 7, 3, 5, 9, 7, 5, 3, 1, 0, 0, 0, 0, 0).

Figure 36. A uniform bow graph (taken from [22, Figure 2])

Definition 6.7. ([22]) A bow graph is a graph consisting of two shells of any orders.
If each shell has the same order, we call it a uniform bow graph. A special case of a
bow graph is a shell butterfly graph. This is a bow graph with two special edges from
the apex.

In 2015 Jesintha and Hilda in [22] proved gracefulness of all uniform bow graphs. In
Figure 36 we see a gracefully labelled uniform bow graph of size 34.

Figure 37. The chessboard of the gracefully labelled uniform bow graph
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
22 28 22 26 23 26 20 24 18 24 18 0 16 0 16 0 14
23 30 25 30 28 32 27 32 27 34 29 12 29 14 31 16 31

18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
0 14 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0
18 33 20 33 22 23 24 25 26 27 28 29 30 31 32 33 34

Figure 38. The labelling sequences of the gracefully labelled uniform bow graph

Its representations by the simple chessboard and the labelling relation can be seen
in Figures 37 and 38. The labelling sequence representing this gracefully labelled graph
is

(22, 28, 22, 26, 23, 26, 20, 24, 18, 24, 18, 0, 16, 0, 16,
0, 14, 0, 14, 0, 12, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0).
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Abstract
The aim of this paper is to bring new descriptions and characterizations of graceful labellings of certain
graphs by using methods and tools such as graph chessboard, labelling sequence and labelling relation.
These methods and tools bring new insights to the study of graceful graphs, among them the extra value
of visualization. By their application new descriptions of graceful labellings of sunlet graphs and wheels
are presented. These classes of graphs are known to be graceful, however the results presented in this
paper bring their new characterisations.
Received May 15, 2020
Accepted in final form June 14, 2020
Communicated with Miroslav Haviar.
Keywords sunlet graph, wheel graph, graceful labelling, graph chessboard, labelling sequence, labelling
relation.
MSC(2010) Primary 05C78; Secondary 05C38.

1 Introduction

The basis of the study of graph labellings was laid out in the late 1960s. Interest in
graph labellings began with a Kotzig-Ringel conjecture and a paper by Rosa [10]. The
most extensive source of regularly updated information on graph labellings is “Dynamic
Survey of Graph Labeling” by Galian [2], where one can found a huge number of results,
methods and techniques on graph labellings.

The subject of study in this text are β-labellings, which were introduced together with
other types of graph labellings by Rosa [9] in 1965. Later Golomb [4] named β-labelling
as graceful labelling. A graph with m edges has a graceful labelling and it is said to be
graceful, when its vertices can be assigned the labels from the set {0, 1, ...,m} such that
the absolute values of the differences in vertex labels of edges form the set {1, ...,m}.

This paper brings new results in the area of graceful labellings of graphs which have
been achieved by tools such as graph chessboard, labelling sequence and labelling relation.
The main source of inspiration for this text has been the book “Vertex Labellings of
Simple Graphs” by the authors Haviar and Ivaška [5], where the mentioned tools are
described. The labelling sequences were introduced in 1976 by Sheppard in [11] while
the graph chessboards and labelling relations were introduced and studied in [5]. We also
used a computer program called Graph processor from [6], which turned out to be very
helpful for finding and describing graceful labellings of graphs during our investigations.

The basic terms from graph theory needed in the paper are introduced in Section 2.
Here we also present the basic facts on the graph labellings and especially graceful la-
bellings. Then we introduce the tools that we used to achieve our results, namely the
graph chessboards, labelling sequences and labelling relations.

Copyright © 2020 Matej Bel University



68 Samuel Kurtulík

In this text we focus on two classes of graphs: sunlet graphs and wheel graphs. In
both cases the graceful labellings of these graphs have been known since 1979 due to
Frucht [1]. It might sound interesting this time that the author in his paper called
the sunlet graphs by coronas. When studying the sunlet graphs by our tools and our
methods, we distinguish four subclasses according to the length of the cycle of these
graphs: n ≡ 0 (mod 4), n ≡ 1 (mod 4), n ≡ 2 (mod 4) and n ≡ 3 (mod 4). As we
shall see in Section 3, all four cases have something in common, yet they are different
in details. For the wheel graphs we will similarly distinguish two subcases, for even and
odd lengths of their cycle. In both classes of graphs the pattern which represents the
graceful labellings of these graphs is very well indicated in the graph chessboard, where
one can immediately recognize that the corresponding graph labelling is graceful. For
the sunlet graphs we show and prove formulas for the labelling sequence and the labelling
relation. For the wheel graphs we define specific labelling sequences, which correspond to
the graceful labellings of these graphs. Our methods are frequently illustrated by figures
and examples.

2 Preliminaries

Here we mention certain terms from graph theory. We present graph labellings, espe-
cially graceful labellings (called in the original terminology β-labellings), which we use
in our paper. Moreover we introduce labelling sequences, labelling relations and simple
chessboard as our tools to describe graceful graphs. These basic preliminaries, concepts
and definitions are taken primarily from [5].

Simple graphs are in graph theory well-known as finite undirected graphs without
loops and multiple edges. In this work we use only these graphs. As usual, for the
number of vertices of a graph G we use the term order of G, and for the number of edges
in G we use the term size of G.

2.1 Graph labellings
Definition 2.1. A vertex labelling (or only labelling) f of a graph G = (V,E) is a one-
to-one mapping of its vertex set V(G) into the set of non-negative integers assigning to
the vertices so-called vertex labels.
Definition 2.2. By the label of an edge uv in the labelling f we mean the number
|f(u)− f(v)|, where f(u), f(v) are the labels of the vertices u,v, respectively.

In this text we will denote f(VG) the set of all vertex labels and f(EG) the set of all
edge labels in the labelling f of the graph G.

We know several types of graph labellings, e.g. α, β, σ, ρ defined by Rosa in his seminal
paper [10] in 1967, and further γ, δ, p, q introduced also by Rosa in his dissertation thesis
[9] in 1965. There exists a hierarchy of labellings α, β, σ, ρ:

α-labelling
β-labelling
σ-labelling
ρ-labelling.

Each labelling of a given graph is at the same time also the next lower labelling. For
instance, every σ-labelling is also ρ-labelling, but a σ-labelling need not be β-labelling
or α-labelling.

For this hierarchy of labellings we shall be using the term Rosa hierarchy as in [5].
In this text we study only β-labelling, which is called graceful labelling, therefore we
will present only definition of this labelling.
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α β σ ρ

Figure 1. Visualization of a Rosa hierarchy

Definition 2.3. A graceful labelling (or β-labelling) of a graph G = (V,E) of size m
is a vertex labelling with the following properties:

1. f(VG) ⊆ {0, 1, . . . ,m}, and
2. f(EG) = {1, 2, . . . ,m}.
Hence a graceful labelling of a graph of size m has vertex labels among the numbers

0, 1, ...,m such that the induced edge labels are different and cover all values 1, 2, ...,m.
When a graph has a graceful labelling then we say that graph is graceful. While the con-
cept of a β-labelling was introduced by Rosa [10] in 1967, in 1972 Golomb [4] called such
labelling “graceful” and this term was popularized by mathematician Martin Gardner
[3]. In Figure 2 we can see some graceful graphs.

0 1

3

0 4

3 2

1

3

0

65

4 2

Figure 2. Some graceful graphs

2.2 Labelling sequences and relations
Each graceful graph can be represented by a sequence of non-negative integers. It was
shown by Sheppard in his article [11], where he introduced a new concept of a labelling
sequence as follows:

Definition 2.4. ([11], [5]) For a positive integerm, a labelling sequence is the sequence
of non-negative integers (j1, j2, . . . , jm), denoted (ji), where

0 ≤ ji ≤ m− i for all i ∈ {1, 2, . . . ,m}. (LS)

Sheppard also proved that there is a one-to-one correspondence between graceful
labellings of graphs (without isolated vertices) and labelling sequences. Therefore we
can understand labelling sequences as a tool to encode graceful labellings of graphs. The
connection is described in the following theorem.
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Theorem 2.5. ([11], [5]) There exists a one-to-one correspondence between graphs of
size m having a graceful labelling f and between labelling sequences (ji) of m terms.
The correspondence is given by

ji = min{f(u), f(v)}, i ∈ {1, 2, . . . ,m},

where u, v are the end-vertices of the edge labelled i.

Now we introduce definition of a labelling relation. It is an another tool to describe
gracefully labelled graphs, which is closely related to term of labelling sequence. The
concept of a labelling relation was introduced and studied by Haviar and Ivaška in [5]:

Definition 2.6. ([5]) Let L = (j1, j2, . . . , jm) be a labelling sequence. Then the relation
A(L) = {[ji, ji + i], i ∈ {1, 2, . . . ,m}} will be called a labelling relation assigned to the
labelling sequence L.

To visualize a labelling relation and also a labelling sequence we shall use a labelling
table (see Figure 3). A table is formed by heading with the numbers 1, 2, . . . ,m and two
rows. The first row contains the numbers from the labelling sequence and the second
row contains the sums of numbers from the heading and the first row. The pairs from
first and second row in each column are then the elements of the labelling relation (and
also edges of the graph).

1 2 3 . . . m
j1 j2 j3 . . . jm

j1 + 1 j2 + 2 j3 + 3 . . . jm + m

Figure 3. Displaying a labelling table

Example 2.7. In Figure 4 we can see the labelling table assigned to the labelling se-
quence (5,4,3,2,1,0) and its corresponding graceful graph whose edges are the elements
of the labelling relation.

1 2 3 4 5 6
5 4 3 2 1 0
6 6 6 6 6 6

0

12

3

4 5

6

Figure 4. Example of a labelling table and its corresponding graceful graph

2.3 Simple graph chessboards
Every labelled simple graph with n vertices can be represented by a chessboard, i.e. a table
with n rows and n columns, where every edge of graph uv is represented by a pair of dots
with coordinates (u, v) or (v, u). This idea of visualization of vertex labellings of graphs
by chessboard and also other independent discoveries of similar ideas are described in
[5].
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There exist several types of graph chessboards like simple chessboard, double chess-
board, M-chessboard, dual chessboard and twin chessboard, which were discovered by
Haviar and Ivaška and presented in [5]. In this text we use only the idea of a simple
chessboard, which is a useful tool in visualization of labelled graphs. Consider a graph G

0

6 7

2

5

9 3

Figure 5. Example of a graph and its corresponding simple chessboard

of size m whose vertices are labelled by different numbers from the set {0, 1, 2, ...,m} and
consider a table with m+ 1 rows and m+ 1 columns. Rows are numbered by 0, 1, ...,m
from the top to the bottom and columns are numbered by 0, 1, ...,m from the left to the
right as we can see in Figure 5. The cell with coordinates [i, j] of the table will mean
the cell in the i-th row and the j-th column. The r-th diagonal in the table is the set
of all cells with coordinates [i, j] where i − j = r and i ≥ j. The main diagonal is 0-th
diagonal in the table and other diagonals are associated. A simple chessboard of size m is

0 8 1

4 7

3 5 2

Figure 6. Gracefully labelled graph and its graceful simple chessboard

a table, which is assigned to a labelled graph of size m in the following way: every edge
uv in the graph is represented by a pair of dots in the cells with coordinates [u, v] and
[v, u]. It follows that the simple chessboards are symmetric about the main diagonal. An
illustration of the simple chessboard of a graph is in Figure 5.

If there is exactly one dot on each of the associate diagonals, then a simple chessboard
will be called graceful as it clearly encodes a graceful graph. We can see a gracefully
labelled graph and its graceful simple chessboard in Figure 6.
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3 Sunlet graphs

Here we present new characterizations of sunlet graphs. We describe their graceful la-
bellings via labelling sequences, labelling relations and simple graph chessboards. Our
method is similar to that used in [5, Chapter 4].

Definition 3.1. ([7]) The sunlet graph is the graph on 2n vertices obtained by attach-
ing n pendant edges to a cycle graph Cn. We will denote it by SGn.

Figure 7. The sunlet graph SG6

In Figure 7 we see the sunlet graph SG6. These graphs are known to be graceful since
1979 due to Roberto Frucht [1]. In this paper the author called these graphs as coronas,
in the book [2] they are also called crown graphs. We will use the name sunlet graphs. We
shall describe graceful labellings of these graphs via labelling sequences, labelling relations
and simple chessboards. We distinguish four subclasses of sunlet graphs according to the
length of their cycle: n ≡ 0 (mod 4), n ≡ 1 (mod 4), n ≡ 2 (mod 4) and n ≡ 3 (mod 4).
All four cases have something in common, yet they are different in details.

Before presenting our descriptions of sunlet graphs via simple chessboards, labelling
sequences and labelling relations, we illustrate these descriptions on an example.

Example 3.2. The sequence (11, 11, 10, 9, 9, 9, 8, 7, 7, 7, 0, 5, 4, 4, 4, 3, 2, 2, 2, 1, 0, 0) is a
labelling sequence of the sunlet fan graph SGn of size m where we have n = 11 and
m = 22. Corresponding graph diagram, labelling relation and graph chessboard are in
Figure 8. We can divide this labelling sequence into three parts: the first cascade of
the labelling sequence (from the number n to the number

⌊
n
2
⌋

+ 2), number 0 and the
second cascade (from the number

⌊
n
2
⌋
to the number 0). So number zero is between two

decreasing cascades of numbers.
As we see in Figure 8 in the simple chessboard below its main diagonal, these cascade

parts of the labelling sequence (or these parts in the labelling relation) are represented
by two decreasing cascade roads of dots in the chessboard (the beginning of the first one
is on the first diagonal and the end of the second one is on the m-th diagonal). The
number zero in the labelling sequence is represented by the isolated dot in the position
[n, 0] below its main diagonal in the graph chessboard.

Definition 3.3. The graph chessboard described in Example 3.2 will be called a cascade
graph chessboard of type 3.

We see an example of a cascade graph chessboard of type 3 also in Figure 9 together
with the corresponding graph diagram and the labelling relation. The corresponding
labelling sequence is (7, 7, 6, 5, 5, 5, 0, 3, 2, 2, 2, 1, 0, 0).
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17

7
159

13

11

0

21 2
19

4

5

16

8
14

10

12

22

1

20
3

18

1 2 3 4 5 6 7 8 9 10 11
11 11 10 9 9 9 8 7 7 7 0
12 13 13 13 14 15 15 15 16 17 11

12 13 14 15 16 17 18 19 20 21 22
5 4 4 4 3 2 2 2 1 0 0
17 17 18 19 19 19 20 21 21 21 22

Figure 8. The representations of the sunlet graph SG11
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11

5
9

7

0

13
2

3

10
6

8

14

1
12

1 2 3 4 5 6 7 8 9 10 11 12 13 14
7 7 6 5 5 5 0 3 2 2 2 1 0 0
8 9 9 9 10 11 7 11 11 12 13 13 13 14

Figure 9. The representations of the sunlet graph SG7

We prove our results only in the case n ≡ 3 (mod 4) that follows. In all other three
cases we only formulate the results, their proofs can be done analogously. We illustrate
each case on an example.

Theorem 3.4. Let G be a graph of size m = 2n for n ≡ 3 (mod 4). Then the following
are equivalent:

(1) G is the sunlet graph SGn.

(2) There is a graceful labelling of G with a cascade graph chessboard of type 3.

(3) There exists a labelling sequence L = (j1, j2, ..., jm) of G such that

ji =





n− 2
⌊

i+1
4
⌋
, if i ≤ n− 1 ∧ i ≡ 0, 1, 2 (mod 4),

n+ 1−
⌈

i
2
⌉
, if i ≤ n− 1 ∧ i ≡ 3 (mod 4),

0, if i = n,

2
⌈

i−2
4
⌉
− (i modn), if i ≥ n+ 1 ∧ i ≡ 0, 1, 3 (mod 4),

n− i
2 , if i ≥ n+ 1 ∧ i ≡ 2 (mod 4).

(LSSG3)

(4) There exists a labelling sequence L of G with labelling relation A(L) of the form

{[n− 2
⌊
i+ 1

4

⌋
, n− 2

⌊
i+ 1

4

⌋
+ i] | i ≤ n− 1 ∧ i ≡ 0, 1, 2 (mod 4)}∪

{[n+ 1−
⌈
i

2

⌉
, n+ 1−

⌈
i

2

⌉
+ i] | i ≤ n− 1 ∧ i ≡ 3 (mod 4)}∪

{[0, n]} ∪ {[2
⌈
i− 2

4

⌉
− i (modn), 2

⌈
i− 2

4

⌉
− i (modn) + i] |

i ≥ n+ 1 ∧ i ≡ 0, 1, 3 (mod 4)}∪

{n− i

2 , n+ i

2 ] | i ≥ n+ 1 ∧ i ≡ 2 (mod 4)}.



Acta Univ. M. Belii, ser. Math. 28 (2020), 67–84 75

Proof. (1)⇒ (2) Let G be the sunlet fan graph SGn of size m = 2n for n ≡ 3 (mod 4).
We label graph according to Frucht [1] and then we construct to G a simple graph chess-
board of size m as a cascade graph chessboard of type 3. (We have seen an illustration of
such cascade graph chessboard of type 3 for n = 11 in Figure 8 and for n = 7 in Figure 9.)
The first cascade road of our constructed graph chessboard represents the part of the
sunlet graph from the edge {m, 0} anticlockwise to the edge {m−

⌊
n
2
⌋
,
⌊

n
2
⌋
}, where the

dots of the road in which the direction is changing represent the edges in the cycle and
the dots between these dots represent the pendant edges. In the same way this pattern is
valid for the second cascade road, which represents the part of the sunlet graph from the
edge {m −

⌊
n
2
⌋
,
⌊

n
2
⌋

+ 2} anticlockwise to the edge {n + 1, n}. The isolated dot, which
represents the edge {n, 0} in the cycle, connects these two cascade roads.

Hence we have been able to represent the edges of the given sunlet fan graph SGn as
the dots in a simple graph chessboard in the way that every diagonal of the chessboard
contains exactly one dot. This determines a graceful labelling of the graph. We have
showed (2).
(2) ⇒ (3) Assume we have a graceful labelling of G with a cascade graph chessboard
of type 3. The first road in the chessboard starting on the first diagonal is represented
in the corresponding labelling sequence by the members described in the first two cases
of the formula (LSSG3). More specifically, the vertical columns of the dots of this road
correspond to the integers ji from the labelling sequence, which have the form n−2

⌊
i+1

4
⌋

and the single dots connecting these vertical columns correspond to the integers ji from
the labelling sequence, which have the form n + 1 −

⌈
i
2
⌉
. The isolated dot corresponds

to number 0 for i = n in the labelling sequence. The second road then corresponds to
the members described in the last two cases of the formula (LSSG3). More precisely, the
vertical columns of the dots of this road correspond to the integers ji from the labelling
sequence, which have the form 2

⌈
i−2

4
⌉
− (i mod n) and the single dots connecting these

vertical columns correspond to the integers ji from the labelling sequence, which have
the form n− i

2 .
Therefore the labelling sequence corresponding to the cascade graph chessboard of

type 3 of G is given by the formula (LSSG3).
(3)⇒ (4) Assume we have a labelling sequence of G which satisfies the formula (LSSG3).
It can be seen that when we make the corresponding labelling relation A(L), it has the
form described in (4). Indeed, the non-negative integers ji from the labelling sequence are
gradually paired in the labelling relation A(L) with the sums of the integers ji with the
numbers 1, 2, 3, . . . , 2n. It follows that the integers ji from the labelling sequence of the
form n−2

⌊
i+1

4
⌋
correspond to the pairs {[n−2

⌊
i+1

4
⌋
, n−2

⌊
i+1

4
⌋
+i] | i ≤ n−1∧i ≡ 0, 1, 2

(mod 4)} inA(L). The next ji from the labelling sequence, which have the form n+1−
⌈

i
2
⌉

correspond to the pairs {[n+ 1−
⌈

i
2
⌉
, n+ 1−

⌈
i
2
⌉

+ i] | i ≤ n− 1∧ i ≡ 3 (mod 4)}. The
number 0 from the labelling sequence corresponds to the pair {[0, n]}. The integers ji

from the labelling sequence, which have the form 2
⌈

i−2
4
⌉
− (i mod n) correspond to the

pairs {[2
⌈

i−2
4
⌉
− (i mod n), 2

⌈
i−2

4
⌉
− (i mod n) + i] | i ≥ n+ 1 ∧ i ≡ 0, 1, 3 (mod 4)}.

Finally, the integers ji from the labelling sequence, which have the form n− i
2 correspond

to the pairs {[n− i
2 , n− i

2 + i] | i ≥ n+ 1 ∧ i ≡ 2 (mod 4)} in A(L).
(4)⇒ (1) Let L be a labelling sequence of G with the labelling relation A(L) of the form
as in (4). We know that the edges of G are the pairs in A(L). We explain this implication
with a help of Example 3.2, where we can see in Figure 8 the table of the labelling relation
satisfying our statement in (4). We shall look on the pairs in the labelling relation A(L)
as the edges of the graph G. In the first part of A(L) (i = 1, 2, ..., n − 1) we can note
that the pairs on the even positions (i = 2, 4, 6, ..., n− 1) as edges of G form a path, and



76 Samuel Kurtulík

the pairs on the odd positions (i = 1, 3, 5, ..., n − 2) correspond to the pendant edges of
this path (see the graph diagram in Fig. 8). It holds the other way round for the second
part of the relation A(L). So the pairs on the odd positions as edges of G form a path,
while the pairs on the even positions correspond to the pendant edges of this path. The
edge {0, n} connects the edges {n, n + 1} and {0,m}, so it connects these two parts of
the graph G, each of which is formed by a path with the pendant edges. We can also
note that these two parts of the graph G have a common vertex because the expression
n− 2

⌊
i+1

4
⌋

+ i for i = n− 1 is equivalent to the expression n−
⌈

i
2
⌉

+ i for i = n+ 1. (In
Figure 8 it is the number 17.) It means that the paths of both parts of G are connected,
so they form a cycle of length n in G. In this cycle every vertex has a pendant edge. So
we get that the graph G is a sunlet graph SGn.

We now present our result and its illustration by an example in the case n ≡ 0
(mod 4).

Example 3.5. The sequence (8, 7, 7, 7, 6, 5, 5, 5, 0, 3, 2, 2, 2, 1, 0, 0) is a labelling sequence
of the sunlet fan graph SG8 of size 16. Corresponding graph diagram, labelling relation
and graph chessboard are in Figure 10. We can note that this labelling sequence has an
analogous structure as the labelling sequence for the graph SG11 in Figure 8 and so it
consists of two decreasing cascades of numbers and the number 0 between them. The
structure of the labelling sequence is different only in small detail that the first cascade
of numbers in this case starts by single n followed by the triplet of numbers n − 1, and
it does not start by two occurrences of n as in the previous case n ≡ 3 (mod 4).

13

5
11

7

9

0
15

2

3

12

6
10

8

16
1

14

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
8 7 7 7 6 5 5 5 0 3 2 2 2 1 0 0
9 9 10 11 11 11 12 13 9 13 13 14 15 15 15 16

Figure 10. The representations of the sunlet graph SG8

Definition 3.6. The graph chessboard with pattern as in Figure 10 will be called a
cascade graph chessboard of type 0.

Theorem 3.7. Let G be a graph of size m = 2n for n ≡ 0 (mod 4). Then the following
are equivalent:

(1) G is the sunlet graph SGn.
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(2) There is a graceful labelling of G with a cascade graph chessboard of type 0.

(3) There exists a labelling sequence L = (j1, j2, ..., jm) of G such that

ji =





n+ 1− 2
⌊

i+3
4
⌋
, if i ≤ n ∧ i ≡ 0, 2, 3 (mod 4),

n−
⌊

i
2
⌋
, if i ≤ n ∧ i ≡ 1 (mod 4),

0, if i = n+ 1,
2
⌈

i
4
⌉
− (i modn)− 1, if i ≥ n+ 2 ∧ i ≡ 1, 2, 3 (mod 4),

n− i
2 , if i ≥ n+ 2 ∧ i ≡ 0 (mod 4).

(LSSG0)

(4) There exists a labelling sequence L of G with labelling relation A(L) of the form

{[n+ 1− 2
⌊
i+ 3

4

⌋
, n+ 1− 2

⌊
i+ 3

4

⌋
+ i] | i ≤ n ∧ i ≡ 0, 2, 3 (mod 4)}∪

{[n−
⌈
i

2

⌉
, n−

⌈
i

2

⌉
+ i] | i ≤ n ∧ i ≡ 1 (mod 4)} ∪ {[0, n+ 1]}∪

{[2
⌈
i

4

⌉
− i (modn)− 1, 2

⌈
i

4

⌉
− i (modn)− 1 + i] |

i ≥ n+ 2 ∧ i ≡ 1, 2, 3 (mod 4)}∪

{[n− i

2 , n+ i

2 ] | i ≥ n+ 2 ∧ i ≡ 0 (mod 4)}.

We now present our result and its illustration by an example in the case n ≡ 1
(mod 4).

Example 3.8. The sequence (8, 8, 7, 6, 6, 6, 5, 0, 3, 3, 4, 3, 2, 2, 2, 1, 0, 0) is a labelling se-
quence of the sunlet fan graph SG9 of size 18. Corresponding graph diagram, labelling
relation and graph chessboard are in Figure 11. Unlike the first two cases, there is not
only number 0 between two decreasing cascades of numbers, but there is also pair of in-
tegers, which are not part of two cascades. It is better seen in the chessboard. Therefore
one more formula describing these two numbers is added in the third condition of Theo-
rem 3.10. The structure of the labelling sequence is different compared to the previous
case in small detail again. The first cascade of numbers starts by pair of integers n − 1
and ends by single integer dn

2 e. The second cascade of numbers has the same form for
all four cases.

Definition 3.9. The graph chessboard with pattern as in Figure 11 will be called a
cascade graph chessboard of type 1.

Theorem 3.10. Let G be a graph of size m = 2n for n ≡ 1 (mod 4). Then the following
are equivalent:

(1) G is the sunlet fan graph SGn.

(2) There is a graceful labelling of G with a cascade graph chessboard of type 1.
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2

153
12

6

10
8 0

17

16

4

135

11

7

9
18

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
8 8 7 6 6 6 5 0 3 3 4 3 2 2 2 1 0 0
9 10 10 10 11 12 12 8 12 13 15 15 15 16 17 17 17 18

Figure 11. The representations of the sunlet graph SG9

(3) There exists a labelling sequence L = (j1, j2, ..., jm) of G such that

ji =





n− 1− 2
⌊

i+1
4
⌋
, if i ≤ n− 2 ∧ i ≡ 0, 1, 2 (mod 4),

n−
⌈

i
2
⌉
, if i ≤ n− 2 ∧ i ≡ 3 (mod 4),

0, if i = n− 1,
n− 2− 2

⌊
i+1

4
⌋
, if i = n, n+ 1,

2
⌈

i−2
4
⌉
− (i modn), if i ≥ n+ 2 ∧ i ≡ 0, 1, 3 (mod 4),

n− i
2 , if i ≥ n+ 2 ∧ i ≡ 2 (mod 4).

(LSSG1)

(4) There exists a labelling sequence L of G with labelling relation A(L) of the form

{[n− 1− 2
⌊
i+ 1

4

⌋
, n− 1− 2

⌊
i+ 1

4

⌋
+ i] | i ≤ n− 2 ∧ i ≡ 0, 1, 2 (mod 4)}∪

{[n−
⌈
i

2

⌉
, n−

⌈
i

2

⌉
+ i] | i ≤ n− 2 ∧ i ≡ 3 (mod 4)} ∪ {[0, n+ 1]}∪

{[n− 2− 2
⌊
i+ 1

4

⌋
, n− 2− 2

⌊
i+ 1

4

⌋
+ i] | i = n, n+ 1}∪

{[2
⌈
i− 2

4

⌉
− i (modn), 2

⌈
i− 2

4

⌉
− i (modn) + i] |

i ≥ n+ 2 ∧ i ≡ 0, 1, 3 (mod 4)}∪

{n− i

2 , n+ i

2 ] | i ≥ n+ 2 ∧ i ≡ 2 (mod 4)}.

Example 3.11. The sequence (9, 8, 8, 8, 7, 6, 6, 6, 5, 0, 3, 3, 4, 3, 2, 2, 2, 1, 0, 0) is a labelling
sequence of the sunlet fan graph SG10 of size 20. Corresponding graph diagram, labelling
relation and graph chessboard are in Figure 12. A form of the labelling sequence for this
case is very similar to the form of the labelling sequence in the previous case. They are
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different only in the first cascade of numbers. Here it starts by a single integer followed
by a triplet of the same integers.

17

3
146

12

8

10
0 19

2

4

15

513

7

11

9

20 1

18

1 2 3 4 5 6 7 8 9 10
9 8 8 8 7 6 6 6 5 0
10 10 11 12 12 12 13 14 14 10

11 12 13 14 15 16 17 18 19 20
3 3 4 3 2 2 2 1 0 0
14 15 17 17 17 18 19 19 19 20

Figure 12. The representations of the sunlet graph SG10

Definition 3.12. The graph chessboard with pattern as in Figure 12 will be called a
cascade graph chessboard of type 2.

Theorem 3.13. Let G be a graph of size m = 2n for n ≡ 2 (mod 4). Then the following
are equivalent:

(1) G is the sunlet fan graph SGn.

(2) There is a graceful labelling of G with a cascade graph chessboard of type 2.

(3) There exists a labelling sequence L = (j1, j2, ..., jm) of G such that

ji =





n− 2
⌊

i+3
4
⌋
, if i ≤ n− 1 ∧ i ≡ 0, 2, 3 (mod 4),

n− i+1
2 , if i ≤ n− 1 ∧ i ≡ 1 (mod 4),

0, if i = n,

n− 1− 2
⌊

i+3
4
⌋
, if i = n+ 1, n+ 2,

2
⌈

i
4
⌉
− (i modn)− 1, if i ≥ n+ 3 ∧ i ≡ 1, 2, 3 (mod 4),

n− i
2 , if i ≥ n+ 3 ∧ i ≡ 0 (mod 4).

(LSSG2)
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(4) There exists a labelling sequence L of G with labelling relation A(L) of the form

{[n− 2
⌊
i+ 3

4

⌋
, n− 2

⌊
i+ 3

4

⌋
+ i] | i ≤ n− 1 ∧ i ≡ 0, 2, 3 (mod 4)}∪

{[n− i+ 1
2 , n− i+ 1

2 + i] | i ≤ n− 1 ∧ i ≡ 1 (mod 4)} ∪ {[0, n]}∪

{[n− 1− 2
⌊
i+ 3

4

⌋
, n− 1− 2

⌊
i+ 3

4

⌋
+ i] | i = n+ 1, n+ 2}∪

{[2
⌈
i

4

⌉
− (i modn)− 1, 2

⌈
i

4

⌉
− (i modn)− 1 + i] |

i ≥ n+ 3 ∧ i ≡ 1, 2, 3 (mod 4)}∪

{n− i

2 , n+ i

2 ] | i ≥ n+ 3 ∧ i ≡ 0 (mod 4)}.

4 Wheels

In this section we shall show our method in class of graphs, which are called wheels.

Definition 4.1. A wheel graph (or shortly a wheel) is a graph obtained by connecting
a single vertex to all vertices of a cycle. We will denote the wheel consisting of n vertices
and 2(n− 1) edges by Wn.

Figure 13. The wheel graph W5

Some authors use the symbol Wn to denote the wheel with n+ 1 vertices, but we will
use the above defined notation in this text. In Figure 13 we can see the wheel graph W5.
We will distinguish two cases of wheels for even n and odd n. For both cases we describe
graceful labelling via example and theorem. We use graceful labelling from Frucht [1]
from 1979 for our methods. The proof of the theorem will be presented only for even n,
because for odd n it can be done analogously.

Now in an example we shall show and describe the labelling sequence for the wheel
SG12, which corresponds to graceful labelling of this graph. We explain here the pattern
of graceful labelling for wheels with even n.

Example 4.2. The sequence (21, 0, 0, 9, 0, 9, 0, 7, 0, 7, 2, 5, 0, 5, 0, 3, 0, 3, 0, 2, 0, 0) is a la-
belling sequence of the wheel graph SGn of size m where we have n = 12 and m = 22.

Corresponding graph diagram, labelling relation and graph chessboard are in Fig-
ure 14.

We can divide this labelling sequence into three parts: the first triplet of numbers
(m− 1, 0, 0), “regular sequence with exception”, and the last triplet of numbers (2, 0, 0).
The regular sequence with exception is the following sequence of numbers:

(n− 3, 0, n− 3, 0, n− 1, 0, n− 1, 0, ..., 3, 0, 3, 0),
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17

5

193
21

22

2

13
9 15

7

0

1 2 3 4 5 6 7 8 9 10 11
21 0 0 9 0 9 0 7 0 7 2
22 2 3 13 5 15 7 15 9 17 13

12 13 14 15 16 17 18 19 20 21 22
5 0 5 0 3 0 3 0 2 0 0
17 13 19 15 19 17 21 21 22 21 22

Figure 14. The representations of the wheel graph W12

in our case
(9, 0, 9, 0, 7, 0, 7, 2, 5, 0, 5, 0, 3, 0, 3, 0),

where the exception is on the position i = n − 1 of the labelling sequence (the position
i = n−4 of the “regular sequence with exception”): here the number 0 would be expected
by the pattern of this sequence, but we can see the number 2 instead 0 there.

As we see in Figure 14 in the simple chessboard below its main diagonal, the dots in
the first column of the chessboard represent the (n− 1) zeros in the labelling sequence.
Numbers (m− 1) and 2 from the first and the last triplet of numbers are represented by
the dots in m-th row. Other dots in the chessboard are the dots “creating steps” which
start on the position with coordinates [m − 1, 3]. They represent the regular sequence.
The exception - number 2 - is represented by the dot, which is out of steps on the position
with coordinates [n+ 1, 2].

In Figure 14 we can also note a pattern of the graceful labelling in the wheel graph
W12. The central vertex connected to all vertices of the cycle is always labelled by 0.
Then let number 21 be on the first position in the cycle, number 3 on the second and we
proceed clockwise using the following pattern: on the positions 1, 3, 5, 7, 9 are numbers
21, 19, 17, 15, 13 while on the positions 2, 4, 6, 8 are numbers 3, 5, 7, 9. The remaining
vertices are labelled by m (in this case 22) and by 2.

Definition 4.3. The labelling sequence described in Example 4.2 will be called an even
wheel labelling sequence and the graph chessboard described in Example 4.2 will be
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called an even wheel graph chessboard.

Theorem 4.4. Let G be a graph of size m = 2(n−1) for even n ≥ 4. Then the following
are equivalent:

(1) G is the wheel graph Wn.

(2) There is a graceful labelling of G with an even wheel graph chessboard.

(3) There exists an even wheel labelling sequence L of G with corresponding labelling
relation A(L).

Proof. (1) ⇒ (2) Let G be the wheel graph Wn. We shall label our graph according
to labelling from Frucht [1], which is graceful and we construct an even wheel graph
chessboard (see Figure 14). Let the central vertex of our graph with degree n − 1 be
labelled by 0. The vertices of the cycle in our graph will be labelled in the following way.
We start to label the graph with an arbitrary vertex of the cycle because the positions
of all vertices of the cycle are equal. So we label any vertex of the cycle by (m − 1).
We will say that the vertex with labelling (m − 1) is on the first position in the cycle
and other vertices in the clockwise direction from this vertex have positions 2, 3, 4, ... up
to (n − 1). Then the vertices on the positions 3, 5, 7, ..., n − 3 are labelled gradually by
numbers m−3,m−5,m−7, ...,m− (n−3). The vertices on the positions 2, 4, 6, ..., n−4
are labelled gradually by numbers 3, 5, 7, ..., n− 3. Two unlabelled vertices remain. The
vertex, which is adjacent to the vertex with labelling m−1 will be labelled by m and the
vertex, which is adjacent to the vertex with labelling n − 3 will be labelled by 2. Now
our labelling is done and we shall show that the corresponding graph chessboard of this
labelling is an even wheel graph chessboard.

There are (n−1) dots in the first column of the chessboard, which represent all edges
connected to the central vertex. The dots creating the increasing steps in the chessboard
together with the three dots out of the steps with coordinates [n+ 1, 2], [m, 2], [m,m− 1]
represent the cycle in the graph. Hence we get an even wheel graph chessboard (see
Figure 14). Since each diagonal of the chessboard contains exactly one dot, this confirms
that the applied labelling is graceful.
(2)⇒ (3) Assume we have a graceful labelling of the graph G with an even wheel graph
chessboard. The dots which are on the positions with coordinates [m,m− 1], [2, 0], [3, 0]
are represented in the corresponding labelling sequence by numbers (m−1, 0, 0), what is
the first triplet in the even wheel labelling sequence. The dots which create the increasing
steps and start on the position with coordinates [m− 1, 3], together with the dots in the
first column of the chessboard excepting the first two and the last two dots of this column,
and the dot with coordinates [n + 1, 2] are represented in the labelling sequence by the
sequence (n − 3, 0, n − 3, 0, n − 1, 0, n − 1, 0, ..., 3, 0, 3, 0), what is exactly the regular
sequence with exception (see the description of the labelling sequence in Example 4.2).
The last dots with coordinates [m, 2], [m − 1, 0], [m, 0] are represented in the labelling
sequence by the numbers (2, 0, 0), what represents the last triplet in the even wheel
labelling sequence.
(3)⇒ (1) Let L be an even wheel labelling sequence with corresponding labelling relation
A(L). We shall verify that corresponding graph G to this labelling sequence is the wheel
graph Wn. The wheel graph connects in a certain natural way a star Sn−1 and a cycle
with (n− 1) edges. When we look at our labelling sequence L (for example in Fig. 14),
we can find there exactly (n − 1) zeros. It means that the pairs containing zero in the
corresponding labelling relation represent the star Sn−1. Other pairs represent the cycle.
Indeed, consider the pair (m − 1,m) in A(L). In the relation A(L) there are also the
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pairs (m− 1, 3), (3,m− 3), etc., and this way we get back to the pair (m− 1,m). So we
get in G the cycle with (n − 1) edges. Every vertex in the cycle is also connected with
the vertex labelled by zero. Hence we get the wheel graph Wn.

Now we present an example and the theorem for the wheels with odd n.

Example 4.5. The sequence (0, 0, 0, 9, 0, 9, 0, 7, 0, 7, 2, 5, 0, 5, 0, 3, 0, 3, 0, 1, 0, 2, 1, 0) is the
labelling sequence of the wheel graph Wn of size m where we have odd n = 13 and
m = 24. Corresponding graph diagram, labelling relation and graph chessboard are in
Figure 15. We can divide this labelling sequence also into three parts: the first triplet

17

5

19
3

21

1

24

2

13
9

15

7

0

1 2 3 4 5 6 7 8 9 10 11 12
0 0 0 9 0 9 0 7 0 7 2 5
1 2 3 13 5 15 7 15 9 17 13 17

13 14 15 16 17 18 19 20 21 22 23 24
0 5 0 3 0 3 0 1 0 2 1 0
13 19 15 19 17 21 19 21 21 24 24 24

Figure 15. The representations of the wheel graph W13

of zeros, regular sequence with exception and the last triplet of numbers (2, 1, 0). The
regular sequence with exception is the following sequence of numbers: (m − 3, 0,m −
3, 0,m−1, 0,m−1, 0, ..., 3, 0, 3, 0, 1, 0). So a small difference in the regular sequence with
exception, compared to the previous case, is in adding the numbers 1 and 0 to the end
of this sequence.

As we see in Figure 15 in the simple chessboard below its main diagonal, the zeros in
the labelling sequence are represented by the dots in the first column of the chessboard.
Numbers 1 and 2 from the last triplet of numbers are represented by the dots in the
(m + 1)-th row. Other dots in the chessboard are the dots in the “increasing steps”,
which start on the position with coordinates (m − 1, 3). They represent the regular
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sequence. The exception - number 2 - is represented by the dot, which is out of the steps
on the position (n+ 1, 2).

In Figure 15 we can also note the pattern of graceful labelling in the wheel graph
W13. The central vertex connected to all vertices of the cycle is always labelled by 0.
Then let number 1 is on the first position in the cycle, number 21 on the second and we
continue in the clockwise direction: so on the positions 1, 3, 5, 7, 9 are numbers 1, 3, 5, 7, 9
and on the positions 2, 4, 6, 8, 10 are numbers 21, 19, 17, 15, 13. Remaining vertices are
labelled by m (in this case 24) and by 2.

Definition 4.6. The labelling sequence described in Example 4.5 will be called an odd
wheel labelling sequence and the graph chessboard described in Example 4.5 will be
called an odd wheel graph chessboard.

Theorem 4.7. Let G be a graph of size m = 2(n−1) for odd n ≥ 5. Then the following
are equivalent:

(1) G is the wheel graph Wn.

(2) There is a graceful labelling of G with an odd wheel graph chessboard.

(3) There exists an odd labelling sequence L of G with corresponding labelling relation
A(L).

Proof. Analogous as the proof of Theorem 4.4.
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Abstract
This paper is devoted to the study of the initial value problem for a class of k−dimensional systems of
fractional neutral functional differential equations involving ψ−Caputo fractional derivative with respect
to another function. Existence and uniqueness results for the problem are established by means of some
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1 Introduction

Fractional calculus is a branch of mathematics which deals with non-integer order inte-
grals and derivatives. Though the fractional calculus developed as a pure mathematical
idea, now it has tremendous applications. Viscoelasticity, electro magnetism, electri-
cal circuits, sound propagation, lateral and longitudinal control, fluid mechanics, edge
detection, cardiac tissue electrode interface, earth system dynamics are some of them
[1, 2, 3, 4, 5, 6]. There are numerous definitions for fractional derivatives and inte-
grals. Nowadays many studies are being done in generalised fractional operators [1, 2],
[7, 8, 9, 10, 11]. Recently, Almeida [8] used the idea of the fractional derivative in the Ca-
puto sense to propose a new generalized fractional differential operator called ψ−Caputo
fractional derivative with respect to another function ψ. There are many studies on the
existence and uniqueness of different fractional differential equations involving ψ−Caputo
fractional differential and integral operators [8, 18, 19]. Neutral differential equations
have importance in many areas of applied Mathematics [12, 13, 14, 15, 16, 17].

The aim of this paper is to investigate the existence and uniqueness of solutions of Ini-
tial Value Problem for a class of k−dimensional systems of fractional neutral functional
differential equation with bounded delay involving the Caputo-type fractional derivative
of a function x with respect to another function ψ.

Copyright © 2020 Matej Bel University
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



CDα1,ψ
t0 (x1(t)− g1(t, xt)) = f1(t, xt),

CDα2,ψ
t0 (x2(t)− g2(t, xt)) = f2(t, xt),

...
CDαk,ψ

t0 (xk(t)− gk(t, xt)) = fk(t, xt),

(1.1)

x1t0 = φ1, x2t0 = φ2, · · · , xkt0 = φk,

where a, r ∈ R+, t0 ≥ 0 and t ∈ (t0,∞), 0 < αi < 1, for i = 1, 2, · · · , k. CDαi,ψ
t0 is the

Caputo-type fractional derivative of a function xi with respect to another function ψ.
fi, gi : ([t0,∞)×C([−r, 0],Rn)×C([−r, 0],Rn)×· · ·×C([−r, 0],Rn))→ Rn, i = 1, 2, · · · , k
are Rn−valued functions satisfying certain assumptions, which will be mentioned later.
Consider xit = (x1t , x2t , · · · , xkt) ∈ Rn and φi ∈ C([−r, 0],Rn) for i = 1, 2, · · · , k. If
xi ∈ C([t0 − r, t0 + a],Rn) define xit by xit(θ) = xi(t + θ) for θ ∈ [−r, 0], for any
t ∈ [t0, t0+a]. Let ψ ∈ Cn[t0,∞) be a continuous increasing function such that ψ′(x) 6= 0,
∀x ∈ [t0,∞).

In this paper, the first section deals with the introduction about the ψ−Caputo
fractional differential equations and the problem is also given. In the second section we
present essential definitions and results and in the third section we prove the existence
and uniqueness results of the IV P (1.1) by means of Krasnoselskii’s and Banach’s fixed
point theorems. In the last section, we give an example to demonstrate our results.

2 Preliminaries

Here we deal with fractional derivatives and fractional integrals with respect to another
function.
Definition 1. [1] Let α > 0, I = [a, b] be a finite or infinite interval, f an integrable
function defined on I and ψ ∈ Cn(I) an increasing function such that ψ′(t) 6= 0, ∀ t ∈ I.
Fractional integrals and fractional derivatives of a function f with respect to another
function ψ are defined as

Iα,ψa f(t) = 1
Γ(α)

∫ t

a

ψ′(s) [ψ(t)− ψ(s)]α−1
f(s)ds

and

Dα,ψ
a f(t) =

[
1

ψ′(t)
d

dt

]n
In−α,ψa+ f(t)

= 1
Γ(n− α)

[
1

ψ′(t)
d

dt

]n ∫ t

a

ψ′(s) [ψ(t)− ψ(s)]n−α−1
f(s)ds

where n = [α] + 1.
For different choices of the function ψ, we get the Riemann-Liouville, the Hadamard

and the Erdélyi-Kober fractional derivatives and fractional integrals, etc.
Definition 2. [8] Let α > 0, n ∈ N, I be the interval −∞ ≤ a < b ≤ ∞, f, ψ ∈ C(n)(I)
be two functions such that ψ is increasing and ψ′(t) 6= 0 ∀x ∈ I. Then the ψ−Caputo
fractional derivative of f of order α is given by

CDα,ψ
a f(t) = In−α,ψa

[
1

ψ′(t)
d

dt

]n
f(t)
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where n = [α] + 1 for α /∈ N and n = α for α ∈ N.

To simplify the notation, we are using the abbreviated symbol

f
[n]
ψ f(t) =

[
1

ψ′(t)
d

dt

]n
f(t)

From the definition it is clear that, given α = m ∈ N, CDα,ψ
a f(t) = f

[m]
ψ (t)

and if α /∈ N, then

CDα,ψ
a f(t) = 1

Γ(n− α)

∫ t

a

ψ′(s) [ψ(t)− ψ(s)]n−α−1
f

[n]
ψ (s)ds

In particular, if 0 < α < 1

CDα,ψ
a f(t) = 1

Γ(1− α)

∫ t

a

[ψ(t)− ψ(s)]−α f ′(s)ds

Lemma 3. [8, 18, 19] Given a function f ∈ Cn[a, b] and order α > 0,
we have for n = [α] + 1 :

CDα,ψ
a f(t) = Dα,ψ

a

[
f(t)−

n−1∑

k=0

f
[k]
ψ (a)
k! [ψ(t)− ψ(a)]k f [k]

ψ (a)
]

Iα,ψa
CDα,ψ

a f(t) = f(t)−
n−1∑

k=0

f
[k]
ψ (a)
k! [ψ(x)− ψ(a)]k

Also Iα,ψa
CDα,ψ

a f(t) = f(t)− f(a), if 0 < α < 1.

Lemma 4. (Krasnoselskii’s Fixed Point Theorem)[20]
Let X be a Banach space, let E be a bounded closed convex subset of X and let S,U be
maps of E into X such that Sx+ Uy ∈ E for every pair x, y ∈ E. If S is a contraction
and U is completely continuous, then the equation Sx+ Ux = x has a solution on E.

Lemma 5. (Banach’s Fixed Point Theorem)
Let (X, d) be a non-empty complete metric space with a contraction mapping T : X → X.
Then T admits a unique fixed point x∗ in X.

Let I ⊂ R be any interval and X = C(I,Rn) with the norm ||x|| = sup
t∈I
|x(t)|, where

| · | as a suitable complete norm on Rn. Let (Xk = X ×X × · · · ×X︸ ︷︷ ︸
k

, || · ||∗), where

||(x1, x2, · · · , xk)||∗ = max{||x1||, ||x2||, · · · , ||xk||} is the norm on the corresponding
product Banach space Xk.

3 Main Results

Consider the Initial Value Problem (1.1). Let δ and γ ∈ R be positive constants, I0 =
[t0, t0 + δ] and

A(δ, γ) = {(x1, x2, · · · , xk) : xit0 = φi sup
t0≤t≤t0+δ

|xi(t)− φi(0)| ≤ γ ∀i = 1, 2, · · · , k},
(3.1)

where xi ∈ C([t0−r, t0+δ],Rn). Before starting and proving the main results, we assume
the following hypotheses.
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(H1) fi(t, φ1, φ2, · · · , φk) is measurable with respect to t on I0, ∀ i = 1, 2, · · · , k.

(H2) fi(t, φ1, φ2, · · · , φk) is continuous with respect to φj on C([−r, 0],Rn),
∀ i, j = 1, 2, · · · , k.

(H3) There exist αi1 ∈ (0, αi) and a real valued function mi(t) ∈ L
1
αi1 (I0), such that

for any (x1, x2, · · · , xk) ∈ A(δ, γ), ∀ i = 1, 2, · · · , k

|fi(t, xt)| ≤ mi(t), t ∈ I0, (3.2)

(H4) For any (x1, x2, · · · , xk) ∈ A(δ, γ), gi(t, xt) = gi1(t, xt) + gi2(t, xt).

(H5) gi1 is continuous and |gi1(t, xt)− gi1(t, yt)| ≤ li||x− y||∗,
where li ∈ (0, 1), ∀x = (x1, x2, · · · , xk), y = (y1, y2, · · · , yk) ∈ A(δ, γ), t ∈ I0,
i = 1, 2, · · · , k.

(H6) gi2 is completely continuous and for any bounded set Λ ∈ A(δ, γ)
the set {t→ gi2(t, xt) : (x1, x2, · · · , xk) ∈ Λ}, is equicontinuous on
C(I0,Rn)× C(I0,Rn)× · · · × C(I0,Rn)︸ ︷︷ ︸

k

∀ i = 1, 2, · · · , k.

(H7) ψ ∈ C1([t0,∞]) is a continuous increasing function with
|ψ(t)− ψ(s)| ≤ N |t− s|, N ∈ (0, 1) and |ψ′(s)| < K,K be any positive integer.

Lemma 6. If there exist δ ∈ (0, a) and γ ∈ (0,∞) such that (H1)− (H3) are satisfied,
then for t ∈ (t0, t0 + δ], IVP (1.1) is equivalent to the following equation:





xi(t) = φi(0)− gi(t0, φ1, φ2, · · · , φk) + gi(t, xt)
+ 1

Γ(αi)
∫ t
t0
ψ′(s) [ψ(t)− ψ(s)]αi−1

fi(s, xs)ds, t ∈ I0
xit0 = φi

(3.3)

for i = 1, 2, · · · , k and t ∈ I0.
Proof. From the conditions (H1) and (H2), it is obvious that fi(t, xt) is Lebesgue mea-
surable on I0. A direct calculation using (H7) gives that

(
ψ′(s) [ψ(t)− ψ(s)]αi−1

)
∈ L

1
1−αi1 ([t0, t]) t ∈ I0

In the light of Holder’s inequality and (H3), we obtain that(
ψ′(s) [ψ(t)− ψ(s)]α−1

)
fi(s, xs) is Lebesgue integrable with respect to s ∈ [t0, t]

∀ t ∈ I0, i = 1, 2, · · · , k and (x1, x2, · · · , xk) ∈ A(δ, γ) and
∫ t

t0

(
ψ′(s) [ψ(t)− ψ(s)]αi−1

)
fi(s, xs)ds ≤

‖ψ′(s) [ψ(t)− ψ(s)]αi−1 ‖
L

1
1−αi1 (I0)

‖mi‖
L

1
αi1 (I0)

, (3.4)

where

‖F‖Lp(J) =
(∫

J

|f(t)|pdt
) 1
p

,

for any p integrable function F : J → R.
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According to the definition of fractional integral of a function f with respect to an-
other function ψ and Caputo derivative of order αi, it is easy to see that if xi is a solution
of the IVP (1.1), then xi is a solution of equation (3.3).

On the other hand, if equation (3.3) is satisfied then ∀ t ∈ (t0, t0 + δ], we have:

CDαi,ψ
t0 (xi(t)− gi(t, xt)) =

CDαi,ψ
t0

(
φi(0)− gi(t0, φ1, φ2, · · · , φk) + 1

Γ(αi)

∫ t

t0

ψ′(s) [ψ(t)− ψ(s)]αi−1
fi(s, xs)ds

)

= CDαi,ψ
t0

(
1

Γ(αi)

∫ t

t0

ψ′(s) [ψ(t)− ψ(s)]αi−1
fi(s, xs)ds

)

CDαi,ψ
t0 (xi(t)− gi(t, xt)) = CDαi,ψ

t0 Iαi,ψt0 fi(t, xt)

= Dαi,ψ
t0

[
Iαi,ψt0 fi(t, xt)−

n−1∑

k=0

[
Iαi,ψfi(t, xt)

][k] (t0)
k! (ψ(t)− ψ(t0))k

]

= Dαi,ψ
t0 Iαi,ψt0 fi(t, xt)−

n−1∑

k=0

[
Iαi,ψfi(t, xt)

][k] (t0)
Γ(k − αi + 1)

(
ψ(t)− ψ(t0))k−αi

)

= fi(t, xt)−
[
Iαi,ψfi(t, xt)

]
t=t0

(ψ(t)− ψ(t0))−αi
Γ(1− αi)

= fi(t, xt)

since
[
Iαi,ψfi(t, xt)

]
t=t0

= 0.

Hence we get CDαi,ψ
t0 (xi(t)− gi(t, xt)) = fi(t, xt), t ∈ (t0, t0 + δ].

And this completes the proof.

Theorem 7. If there are δ ∈ (0, a) and γ ∈ (0,∞) satisfying the assumptions (H1) −
(H7), then IVP(1.1) has at least one solution on [t0, t0 + η] for η ∈ R+.

Proof. According to (H4), equation (3.3) is equivalent to the following equation:



xi(t) = φi(0)− gi1(t0, φ1, φ2, · · · , φk)− gi2(t0, φ1, φ2, · · · , φk)
+gi1(t, xt) + gi2(t, xt)
+ 1

Γ(αi)
∫ t
t0
ψ′(s) [ψ(t)− ψ(s)]αi−1

fi(s, xs)ds, t ∈ I0
xit0 = φi i = 1, 2, · · · , k

Let (φ̃1, φ̃2, · · · , φ̃k) ∈ A(δ, γ) be defined as

φ̃it0 = φi, φ̃i(t0 + t) = φi(0) ∀ t ∈ [0, δ], i = 1, 2, · · · , k.

If x = (x1, x2, · · · , xk) is a solution of the IVP(1.1), let xi(t0 + t) = φ̃i(t0 + t) + yi(t),
t ∈ [−r, δ], i = 1, 2, · · · , k.

Then we have, xit0+t = φ̃it0+t + yit , t ∈ [0, δ], i = 1, 2, · · · , k.
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Thus

yi(t) = −gi1(t0, φ1, φ2, · · · , φk)− gi2(t0, φ1, φ2, · · · , φk) (3.5)
+gi1(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)

+ gi2(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)

+ 1
Γ(αi)

∫ t

0
ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)ds,

t ∈ [0, δ], i = 1, 2, · · · , k.

Since gi1 , gi2 are continuous and xit is continuous in t for all 1 = 1, 2, · · · , k, there
exists δ′ > 0 such that:

|gi1(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)− gi1(t0, φ1, φ2, · · · , φk)| < γ

3 (3.6)

|gi2(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)− gi2(t0, φ1, φ2, · · · , φk)| < γ

3 (3.7)

for 0 < t < δ′ and i = 1, 2, · · · , k.

Choose

η = min

{
δ, δ′,

(
γΓ(αi)(1 + βi)(1−αi1 )

3MiNK

) 1
(1+βi)(1−αi1 )

}
, (3.8)

where βi = αi−1
1−αi1

∈ (−1, 0) and Mi = ||mi||
L

1
αi1 (I0)

, i = 1, 2, · · · , k

Define E(η, γ) as follows:

E(η, γ) =
{

(y1, y2, · · · , yk) : yi ∈ C([−r, η],Rn)/yi(s) = 0 for s ∈ [−r, 0], ||yi|| ≤ r, i = 1, 2, · · · , k
}
.

Then E(η, γ) is a closed, bounded and convex subset of C([−r, η],Rn)×C([−r, η],Rn)×
· · · × C([−r, η],Rn).

On E(η, γ), we define the operators S and U on E(η, γ) by:

S(y1, y2, · · · , yk)(t) =




S1(y1, y2, · · · , yk)(t)
S2(y1, y2, · · · , yk)(t)

...
Sk(y1, y2, · · · , yk)(t)



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U(y1, y2, · · · , yk)(t) =




U1(y1, y2, · · · , yk)(t)
U2(y1, y2, · · · , yk)(t)

...
Uk(y1, y2, · · · , yk)(t)




Si(y1, y2, · · · , yk)(t) =




0 t ∈ [−r, 0]
−gi1(t0, φ1, φ2, · · · , φk)
+gi1(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t) t ∈ [0, η]

Ui(y1, y2, · · · , yk)(t) =




0 t ∈ [−r, 0]
−gi2(t0, φ1, φ2, · · · , φk)
+gi2(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)
+ 1

Γ(αi)
∫ t

0 ψ
′(s+ t0) (ψ(t+ t0)− ψ(s+ t0))αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)ds t ∈ [0, η]
for i = 1, 2, · · · , k.

It is easy to see that if the operator equation y = Sy + Uy has a solution y =
(y1, y2, · · · , yk) ∈ E(η, γ) if and only if yi is a solution of (3.5) ∀ i = 1, 2, · · · , k. Thus
xi(t0+t) = yi(t)+φ̃i(t0+t) is a solution of equation (1.1) on [0, η]. Therefore the existence
of a solution of the IV P (1.1) is equivalent to the existence of a fixed point for the opera-
tor S+U on E(η, γ). Hence it is sufficient to show that S+U has a fixed point in E(η, γ).

The proof is divided into three steps.

Step I: Sz + Uy ∈ E(η, γ) for every pair z = (z1, z2, · · · , zk), y = (y1, y2, · · · , yk) ∈
E(η, γ).

In fact, for every pair z, y ∈ E(η, γ), Siz+Uiy ∈ C([−r, η],Rn), i = 1, 2, · · · , k, which
implies (Sz + Uy)(t) = 0, ∀ t ∈ [−r, 0].

Now we have

|Siz(t)− Uiy(t)| ≤
| − gi1(t0, φ1, φ2, · · · , φk) + gi1(t0 + t, z1t + φ̃1t0+t , z2t + φ̃2t0+t , · · · , zkt + φ̃kt0+t)|
+ | − gi2(t0, φ1, φ2, · · · , φk) + gi2(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t)|

+ 1
Γ(αi)

∫ t

0
|ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)|ds
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≤ 2γ
3 + 1

Γ(αi)

(∫ t

0
|ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1 |

1
1−αi1 ds

)1−αi1

(∫ t0+t

t0

(mi(s))
1
αi1 ds

)αi1

≤ 2γ
3 + MiKN

αi−1

Γ(αi)
η(1+βi)(1−αi1 )

(1 + βi)1−αi1

≤ γ, ∀ t ∈ [0, η] and i = 1, 2, · · · , k

Therefore

||Siz + Uiy|| = sup
t∈[0,η]

|(Siz)(t) + (Uiy)(t)| ≤ γ, ∀i = 1, 2, · · · , k

which means that Sz + Uy ∈ E(η, γ) for any z, y ∈ E(η, γ).

Step II: To prove that S is a contraction on E(η, γ).

Let y′ = (y′1, y′2, · · · , y′k), y′′ = (y′′1 , y′′2 , · · · , y′′k ) ∈ E(η, γ),

then, (y′1t + φ̃1t0+t , y
′
2t + φ̃2t0+t , · · · , y′kt + φ̃kt0+t) ∈ A(δ, γ) and

(y′′1t + φ̃1t0+t , y
′′
2t + φ̃2t0+t , · · · , y′′kt + φ̃kt0+t) ∈ A(δ, γ).

Also by (H5), we get that

|Siy′(t)− Siy′′(t)|
= |gi1(t0 + t, y′1t + φ̃1t0+t , y

′
2t + φ̃2t0+t , · · · , y′kt + φ̃kt0+t)

− gi1(t0 + t, y′′1t + φ̃1t0+t , y
′′
2t + φ̃2t0+t , · · · , y′′kt + φ̃kt0+t)|

≤ li||y′ − y′′||∗

which implies ||Sy′ − Sy′′||∗ ≤ l||y′ − y′′||∗ where l = max{l1, l2, · · · , lk}

Since 0 < l < 1, S is a contraction on E(η, γ).

Step III: Now we show that U is a completely continuous operator.

Ui1(y1, y2, · · · , yk)(t) =




0 t ∈ [−r, 0],
−gi2(t0, φ1, φ2, · · · , φk)
+gi2(t0 + t, y1t + φ̃1t0+t , y2t + φ̃2t0+t , · · · , ykt + φ̃kt0+t) t ∈ [0, η].
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and

Ui2(y1, y2, · · · , yk)(t) =



0 t ∈ [−r, 0]
1

Γ(αi)

∫ t

0
ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)ds t ∈ [0, η]

for i = 1, 2, · · · , k

Clearly U=




U11 + U12
U21 + U22

...
Uk1 + Uk2




Since gi2 is completely continuous for all i = 1, 2, · · · , k, Ui1 is continuous and also
{Ui1(y) : y ∈ E(η, γ)} is uniformly bounded. By using the condition (H6), it is easy to
check that {Ui1(y) : y ∈ E(η, γ)} is a completely continuous operator.

On the other hand

|Ui2y(t)| ≤ 1
Γ(αi)

∫ t

0
|ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)|ds

≤ 1
Γ(αi)

(∫ t

0
|ψ′(s+ t0) [ψ(t+ t0)− ψ(s+ t0)]αi−1 |

1
1−αi1

)1−αi1

(∫ t

0
(mi(s))

1
αi1 ds

)αi1

≤ 1
Γ(αi)

η(1+βi)(1−αi1 )

(1 + βi)1−αi1
MiKN

αi−1

Γ(αi)
, ∀ t ∈ [0, η], i− 1, 2, · · · , k

Hence {Ui2(y) : y ∈ E(η, γ)} is uniformly bounded.

Now we will prove that {Ui2y : y ∈ E(η, γ)} is equicontinuous.

For any 0 ≤ t1 < t2 ≤ η and y ∈ E(η, γ), we get that
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|Ui2y(t2)− Ui2y(t1)|

≤ 1
Γ(αi)

∫ t1

0
|ψ′(s+ t0)

[
(ψ(t2 + t0)− ψ(s+ t0))αi−1 − (ψ(t1 + t0)− ψ(s+ t0))αi−1]

fi(t0 + s, y1s + φ̃1t0+s) , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s) |ds

+ 1
Γ(αi)

∫ t2

t1

|ψ′(s+ t0) [ψ(t2 + t0)− ψ(s+ t0)]αi−1

fi(t0 + s, y1s + φ̃1t0+s , y2s + φ̃2t0+s , · · · , yks + φ̃kt0+s)|ds

≤ MiKN
αi−1

Γ(αi)

[∫ t1

0
(t1 − s)βi − (t2 − s)βids

]αi−1

+ MiKN
αi−1

Γ(αi)

[∫ t2

t1

(t2 − s)βids
]1−αi1

≤ 2MiKN
αi−1

Γ(αi)(βi + 1)1−αi1
(t2 − t1)(1+βi)(1−αi1 ),

which means that {Ui2y : y ∈ E(η, γ)} is equicontinuous. Moreover, it is also clear that
U2 is continuous. So U2 is a completely continuous operator. Then U = U1 + U2 is a
completely continuous operator.

Therefore, Krasnoselskii’s fixed point theorem shows that S + U has a fixed point
on E(η, γ) and hence the IV P (1.1) has a solution x = (x1, x2, · · · , xk) where xi(t) =
φi(0) + yi(t− t0) for all t ∈ [t0, t0 + η], i = 1, 2, · · · , k. This completes the proof.

In the case where gi1 ≡ 0,∀ i = 1, 2, · · · , k, we get the following result:

Corollary 8. [16] Assume that there exist δ ∈ (0, a) and γ ∈ (0,∞) such that (H1)−(H3)
hold, gi1is continuous for all i = 1, 2, · · · , k and

|gi(t, xt)− gi(t, yt))| ≤ li||x− y||∗,∀x = (x1, x2, · · · , xk), y = (y1, y2, · · · , yk) ∈ A(δ, γ)

and t ∈ I0 where li ∈ (0, 1) is a constant for all i = 1, 2, · · · , k. Then IVP (1.1) has at
least one solution on [t0, t0 + η] for some positive number η.

In the case where gi2 ≡ 0, ∀ i = 1, 2, · · · , k, we have the following result:

Corollary 9. [16] Assume that there exist δ ∈ (0, a) and γ ∈ (0,∞) such that (H1)−(H3)
hold, gi is completely continuous for all i = 1, 2, · · · , k and the family {t → gi(t, xt) :
(x1, x2, · · · , xk) ∈ Λ} is equicontinuous on C(I0,Rn) × C(I0,Rn) × · · · × C(I0,Rn) for
all bounded sets Λ in A(δ, γ). Then IVP (1) has at least one solution on [t0, t0 + η] for
some positive number η.

Theorem 10. Assume that the functions f and g are Lipschitz continuous with respect
to the second variable, that is, there exist positive constants Li1 and Li2 such that

‖fi(t, xit)− fi(t, xi2t)‖ ≤ Li1 and ‖gi(t, xit)− gi(t, xi2t)‖ ≤ Li2.

Then there is a constant h ∈ R+ such that there exists a unique solution to the IV P (1.1)
in the interval [t0, t0 + h] ⊆ [a, b] if

(
Li1

Γ(αi+1) (ψ(t0 + h)− ψ(t0))αi + Li2

)
< 1.
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Proof. For t ∈ I0, define the function F by

Fi(x, t) = φi(0)− gi1(t0, φ1, φ2, . . . , φk)− gi2(t0, φ1, φ2, . . . , φk) + gi1(t, xt) + gi2(t, xt)

+ 1
Γ(αi)

∫ t

t0

ψ′(s) (ψ(t)− ψ(s))αi−1
fi(s, xs)ds.

Let U = {xi ∈ C ([t0 − r, t0 + a],Rn) : CDαi,ψ
t0 xi(t) exists and is continuous in [t0, t0+h]}.

It is enough to prove that Fi : U → U is a contraction.

Let us see that Fi is well defined, i.e., Fi(U) ⊆ U .

Given the function xi ∈ U , we see that CDαi,ψ
t0 (Fi(xi)(t) − gi(xit)) = fi(t, xit) is

continuous and
Fi(xi)(t) = Iαi,ψt0 fi(t, xit) + gi(t, xit).

Now let xi1, xi2 ∈ U be arbitrary, then by assumptions H1, H2, we have

‖Fi(xi1)− Fi(xi2)‖ ≤ ‖Iαi,ψt0 (fi(t, xi1t)− fi(t, xi2t))‖+ ‖gi(t, xi1t)− gi(t, xi2t)‖

≤
[

Li1
Γ(αi + 1) (ψ(t0 + h)− ψ(t0))αi + Li2

]
‖xi1 − xi2‖,

which proves that Fi is a contraction. By the Banach fixed point theorem, we get the
result of the theorem.

4 Example

Here we give an example to demonstrate our results.

Consider the 3-dimensional system of ψ−Caputo neutral fractional differential equa-
tions





D
1
2 ,x

(
x1(t)− e−3t

12
√

6400+t4 (sin x1(t) + cosx2(t) + sin x3(t))
)

= Γ( 3
4 )

Γ( 1
4 ) (t+ 3) −3

4
sin4(x1(t))
1+|(x2(t))| ×

(x3(t))2

1+|x3(t)|3

D
1
4 ,x

(
x2(t)− 1

12
√

3600+t2

(
cosx1(t) + |x2(t)|

2+|x2(t)| + |x3(t)|
4+|x3(t)|

))

= Γ( 3
8 )

Γ( 1
8 ) (t+ 3

2 ) −7
8

cos2(x1(t))
1+sin4(x3(t))+(x2(t))2

D
1
3 ,x (x3(t)−

(
et

18 + cos2 x1(t)
9 + 25|x2(t)|

10+|x2(t)|

)

= Γ( 5
6 )√
π

(t+ 1) −1
2

|x1(t))|
1+(x1(t))2+6|x2(t)|5

for t ∈ (0, 1)

xi0 = t, i = 1, 2, 3, t ∈ [−1, 0].

Define the maps
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f1(t, x1, x2, x3) =
Γ( 3

4 )
Γ( 1

4 )
(t+ 3)

−3
4

sin4(x1(t− 1))
1 + |(x2(t− 1))| ×

(x3(t− 1))2

1 + |x3(t− 1)|3

f2(t, x1, x2, x3) =
Γ( 3

8 )
Γ( 1

8 )
(t+ 3

2)
−7
8

cos2(x1(t− 1))
1 + sin4(x3(t− 1)) + (x2(t− 1))2 )

f3(t, x1, x2, x3) =
Γ( 5

6 )√
π

(t+ 1)
−1
2

|x1(t))|
1 + (x1(t))2 + 6|x2(t)|5

g1(t, x1, x2, x3) = e−3t

12
√

6400 + t4
(sin x1(t) + cosx2(t) + sin x3(t))

g2(t, x1, x2, x3) = 1
12
√

3600 + t2

(
cosx1(t) + |x2(t)|

2 + |x2(t)| + |x3(t)|
4 + |x3(t)|

)

g3(t, x1, x2, x3) = et

18 + cos2 x1(t)
9 + 25|x2(t)|

10 + |x2(t)|

with α1 = 1
2 , α2 = 1

4 , α3 = 1
3 , ψ(x) = x and if m1(t) = Γ( 3

4 )
Γ( 1

4 ) (t+ 3) −3
4 , m2(t) = Γ( 3

8 )
Γ( 1

8 ) (t+
3
2 ) −7

8 , m3(t) = Γ( 5
6 )√
π

(t + 1) −1
2 , it is easy to check that |f1(t, xt1 , xt2 , xt3)(t)| ≤ m1(t),

|f2(t, xt1 , xt2 , xt3)(t)| ≤ m2(t), |f3(t, xt1 , xt2 , xt3)(t)| ≤ m3(t).

Also g1(t, xt1xt2 , xt3), g2(t, xt1 , xt2 , xt3)(t) and g3(t, xt1 , xt2 , xt3)(t) satisfy Lipschitz
condition with l1 = 1

320 , l2 = 1
240 and l3 = 1

18 respectively.

Thus, all conditions of Theorem (7) hold and so this system of ψ− Caputo fractional
functional differential equation has a solution.

5 Conclusion

The main reason behind the unpopularity of fractional calculus is that there are many
nonequivalent definitions for integral and differential operators in it. Hence nowadays
many researchers concentrate on defining generalized operators, from which the classi-
cal definitions can be obtained. Different phenomena can be interpreted with the help
of systems of equations more effectively than with single equation. In this paper we
concentrated on generalized fractional differential operators in k−systems and proved
the existence and uniqueness of solutions of a k−systems of ψ−caputo fractional neu-
tral functional differential equations under the specified conditions using Krasnoselskii’s
Fixed Point theorem and Banach’s Fixed Point theorem respectively. Finally, we give an
example to illustrate our results.
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